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Performance of an e-learning system depends oexsmt to which it is
adjusted to student needs. Priorities of the lastsanay differ in accordance with
the context of use of an e-learning environment.g&ysonalized e-learning system
based on student groups, different distributiorth&f groups should be taken into
account. In the paper, using of data mining tealedq for building student groups
depending on the context of the system use is dereil. As the main technique
unsupervised classification is examined,. Contexameters depending on courses
and student models are tested. Experiment resulteél student data are discussed.
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1. Introduction

In e-learning good student performance depends rorex¢éent to which
educational environment is tailored to learnergfifg [1]. Grouping students of
similar characteristics enables to adjust educatisystem to groups of colleagues,
who should learn together from the same resourttmwnvever features of
educational environment should also differ depemdin the context of the system
use. Context aware differentiation of teaching male seems to be an important
feature of an e-learning system [2]. The reseaigts @t examining data mining
techniques namely unsupervised classification nusthéor student groups'
creating, in different context of the educationgtem usage.



The paper is organized as follows. In the nextisectliterature review
concerning context-aware personalized e-learnirgjesys, student grouping as
well as application of data mining in e-learnindlvile presentedThen, context
aware models in e-learning systems will be desdrifdéne following section will
be devoted to application of clustering technigieesstudent grouping taking into
account context of use.

Finally, the case study of student profiles chamdmed by learning styles will
be considered and experiments on building contegtre groups for real students
data will be described and discussed. The papérbwifinished with concluding
remarks and future research presentation.

2. Related wor k

Data mining techniques were very often applied esgnalization tools in
e-learning systems. The broad review of the rebei@r¢hat area can be found in
[3, 4]. Cluster analysis was used to group stuglentthe basis of their behaviors
(see [5, 6]) or individual traits (see [4] for exale). Many authors connected
clustering with different data mining techniquesrnorease efficiency of obtained
results. Shen et al. [7] applied cluster analysigether with sequential pattern
mining to group students according to their leagractivities. Tang and McCalla
[8], in turn, integrated clustering technique tdggetwith collaborative filtering for
building recommendations of course contents. Tke tlechnique combined with
association rules mining was often used for bugdstudent recommendations
(compare [9, 10]).

In e-learning systems, student groups were oftél fmu recommendation
purposes. Authors grouped students taking intowadctheir behaviors, pages they
visited or historical navigational paths ([6, &% well as learner cognitive styles or
usability preferences [4].

Many of the researchers emphasized an importance @ontext in a
personalization process (see [2, 11, 12], for examphe broad review of context
parameters as well as context aware e-learningrgstvas presented in [13].
Context-awareness was very often considered foormewndation purposes.
Andronico et al. [14] built multi-agent system saggest students educational
materials taking into account learners' behaviar gueir preferences while using
different mobile devices. Rosaci and Sarné, in,twonsidered both: student's
profile and an exploited device [15]. Their reconmai&tions were built on the
basis of the time spent by student on the padicWeb site, taking into account
type of a device used for navigating. Zaiane [X6ppsed an agent, which aims at
recommending learning activities or shortcuts iurse web-sites, considering
learners' historical activities. Using of Naive-Baymodels for building context-
aware group recommendation was proposed by Zakkzeld3].
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3. Context-awar e modelsin e-learning

Dey [18] defined context as “any information tleah be used to characterise
the situation of an entity”. Context of use playsimportant role in e-learning.
Students’ needs may differ depending on the stoatif use and what is more,
different student features may be important indhses of different courses.

Dey [18] said that “the system is context-awaré ifses context to provide
relevant information or services to the user, whelevancy depends on the user’'s
task”. In educational systems context-awarenessldhme taken into account in
order to obtain its personalization features. lat tbase, relevant information can
have the form of teaching materials tailored irgarhers’ needs according to the
usage situation.

Das et al. [19] distinguished three types of confmtameters in e-learning:
personal, abstraction and situation. The firstisrmonnected with student personal
information, personality type and the level of efige. Situation context describes
learner situation, network and device he uses [tOpur considerations we will
focus on abstraction context which concerns thermétion of student preferences
and learning styles, in the situation of the coutkat learner attends. We will
assume that the context model is different dependim the course that student
enrolls on.

Let us assume that each stud8iitis described by attributes, which may
indicate their learning styles or other preferenéestuple ST of a student is of the
form:

ST=(syg,sty,...,styy ), st ODOM(S), D)

where DOM(S ) stands for the domain & .Further, we will assume, that the
attributes are of different importance, dependingttte context of an educational
system usage. Let the cont&i will be described by weight parameters:

CN = (cry,cy,....cnyN ), (2)

wherecn=0, i=1,2,...,N mean the importance of theh attribute of the student
model in the conteXtN. We will also suppose that

N

ch =1 cn=20 i=1..N. (3

i=1
If any of the attributes has no significance in twnsidered context, respective
weight value is equal to 0.

To take into account the context of use, we witlude context vector into the
grouping process. As the most important, studeatufes according to the biggest
weights of the context vector will be consideretuster analysis of students’ data
was also broadly examined in [4], where differelgbathms were considered in
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order to build groups of students of similar neetiszestigations, presented there,
showed advantages of unsupervised classificatiba.iiain problem, which arises
in the current research, consists in including extninto cluster analysis tool.

Assuming that each course can be modeled by arvetteeights related to
respective student attributes, we propose to presemext-aware grouping as
clustering problem with weighted distance functidmen, similarity of group
members will be measured by a function, where d@mrion of each of the
attributes depends on the respective weight values.

Let x and y be vectors Xx=(Xy,X,...Xn) and y=(yy,¥»,...yn) and let
w = (Wy,W,,... W) denote a vector of weights, whekseis non-negative for every
I = 1,..N and fulfils (3). Then a weighted distance functibwill take the form:

N
dw(x¥) = D wd(x, %) )
i=1

Such way of including weights into a distance fiorciwill not change none
of its metric properties and will enable takingoirstccount priorities of each of the
attributes. However according to such approach digtance based clustering can
be applied, but the results of the proposed tectenshould not depend on the
choice of an algorithm.

Obtained student groups should be different dependin the context and
their quality should be measured by taking intooact the most important
attributes, from the context point of view. Studefrom the same group should
have the most similar features, which tutors deesi¢he crucial in the considered
context. The cluster quality can be examined bygutating standard deviations
separately for each attributes within clusters. Shwllest value should concern
features of the biggest importance.

4. Learning styles and usability prefer ences case studies

Let us consider student models based on their dorhilearning styles. We
will examine the model which was often used to emadaptivity features of e-
learning systems [20], proposed by Felder and Bitea [21]. It is based on
“Index of Learning Style” (ILS) questionnaire devpéd by Felder and Soloman
[22]. The results of ILS questionnaire indicateferences for 4 dimensions from
among excluding pairsictivevs. reflective sensingvs. intuitive, visual vs. verbal,
sequentials. global. The index, obtained by each student, has the &drthe odd
integer from the intervaHl1; 11], assigned for all the dimensions.
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Thus student learning style mod&llis represented by 4 integer attributes:
SL=(sh.,slp,sl3,slg) = (ar.Isi. v lsg) - (®)

Elementl,, means scoring faactive (if it has negative value) aeflective (if
it is positive ) learning style, and respectivilyl,,, ls; are scores for all the other
dimensions, negative values are in caseseoking visual or sequentiallearning
styles, while positive values are in casednfiitive, verbal or global dominant
learning styles.

That wayN =4. We will consider building student groups in ttentext of
different courses, then each couf@R will be modeled by a vector of weights,
which signify the importance of different learnistyle preference for the course:

As the second student model usability preferendésev considered. As the
most important design categories, deciding on Wels sisability, which should be
evaluated by users, Marsico and Levialdi [23] nmmd information
representation and appearance, access, navigatmréntation as well as the
informative content architecture of the sites. Bfigations presented in [24]
showed that students put special attention to geaphttractiveness of Web sites
and the efficiency which means a short time of logdhe sites. Students also
emphasized the importance of advanced search piiesib Consequently, five
preferences for portal features are taking intooant informative contents,
graphics, navigation, efficiency and search polsds. Students were asked to
score the importance of each of the feature, asgignom 1 to 5 scores. Values
equal to 1 or 2 mean that a student does not pentmin to the portal
characteristic, 3 means that a learner does nainglissh the importance of
considered feature from among the others, finaljues 4 or 5 mean that the
usability trait is important for the student. L&U denote student usability
preference model. Taking into account the meanihghe score valuesSU is
represented by 5 attributes:

SU = (su Stp, S, Suy, SUs) , (7)

where sy, means scoring for importance of informative cohtem, scoring for
importance of graphicsw scoring for importance of navigatiosyy, scoring for
importance of efficiency of the system and finaliix means scoring for the

importance of search possibilities. Thsh=5 and consequently, the respectful
course model of weights is of the form:

CR= (W, Wup, Wug, Wug, WUs). (8)
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5. Experiment results and discussion

Experiments aimed at checking, how including coniteto clustering process
will change student group characteristics. Two maitribute categories were
considered: dominant learning styles and usabiiisferencesThe research was
done on the basis of experiments conducted orvtbdrtal sets of students from
Technical University of Lodz: the set A of 22 lears studying the same master
course of Information Systems in Management, ared gt B of 56 part-time
Computer Science students, who were also gradadtether programs. Firstly,
students filled ILS questionnaire and answered tipes concerning usability
needs then groups of similar preferences were,biaiking into account each
course context. Finally grouping effects were eatdd.

For the grouping purpose 8 different courses wenesidered. During the
coursesCR1, CR2, CR3, CRetudents were grouped according to their dominant
learning styles. For the coursé®5, CR6, CR7, CRB) turn, usability preferences
were taken into account. All of them characteriggdiifferent weight vectors.

It was decided that a student model for the co@Ré is global and all the
learning styles attributes are equally importarttilevduring the preparation of the
courseCR2only dimensionsactive/reflectiveor visual/verbalshould be taken into
account. This dimension has the highest prioritidsoth of the course€R3and
CR4,however its importance is much bigger for the se@R4 In this course the
dimensionsensing/intuitivds not considered. Learning style dimensions’ wesigh
for all the courses are presented in Table 1.

Table 1. Weights for courses. Case of dominant learninkgsty

Course Wr Wy; Wy Wsg
CR1 1/4 1/4 1/4 1/4
CR2 1/2 0 1/2 0
CR3 1/6 1/6 1/2 1/6
CR4 1/20 0 9/10 1/20

Models are global in the case of the couf@@5 and all the usability
preferences attributes are of the same prioritycBtional materials prepared for
the courseCR6 were distinguished depending on three usabilityfepemces:
informative content, graphics and navigation, raltirtg into account efficiency
and search possibilities. Informative content ishaf highest priority in the course
CR7 while all the others attributes are of the samportance. For the course
CRS8, navigation is the most important feature, infolir@tcontent is the second
one, all the other features are of the same paeritWeights of usability
preferences for all the courses are presentedlreT?2.
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During experiments students’ data from the setsnd B were clustered,
taking into account all the courses’ needs. Conbéxthe course was included as
weight values into distance function. Students weraded to 5 groups, the
number for which clustering schemas was state@ topgimal in many cases, while
student grouping [25].

Table 2. Weights for courses. Case of usability preferences

Course wyl WU, WuU3 WUy WuUs
CR5 1/5 1/5 1/5 1/5 1/5
CR6 1/3 1/3 1/3 0 0
CR7 1/3 1/6 1/6 1/6 1/6
CR8 1/5 1/10 1/2 1/10 1/10

Groups were built by using k-means algorithm imptated in the Open
Source Weka software [26], taking into account Mstan distance function.

During the process of quantitative analysis all tdigained clusters were
compared, taking into account course context. Sta@hdeviations within clusters
were used to examine its qualities. Mean valueatwibutes decided of cluster
profiles. The results for the set A and courS&, CR2andCR4are presented in
Table 3 . Clusters obtained for the cou¥3were of the same parameters as the
ones obtained for the courgeR1. Weights close or equal to 0 changed the
structure of obtained groups. ‘-* means that thebatte was not taken into account
during the clustering process.

To examine, how weights included into clusteringaass influence grouping
effects, standard deviations for the whole sets thedmost important attributes
were calculated and comparég:l,, for the setA and course€R1, CR2, CR4nd
[, for the set B and courseBR1, CR2andCR4

In the first case averages of standard deviatiomsespectively equal to 1.92,
1.70 and 3.23 fok,, and 2.87, 1.32 and 2.32 figy. In the case of set B obtained
values are respectively: 2.83, 2.15, 4.49faand 2.7, 2.69 and 1.55 flyy. It can
be easily noticed that removing not important btties from the clustering process
ameliorated the quality of obtained groups.

Table 4 contains respective values of means anddatd deviations of
attributes within clusters obtained for the setri8l @ourse<CR1, CR2and CR4.
Similarly to the previous case the results gottfar courseCR3were the same as
for CR1.
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Table 3.

Set A. Mean values of attributes within clusters

Clst. Mean values Standard deviations
Crs Inst.
No | I | | | s | | |
ar Sl w Sg ar Sl w Sg
CR1| 1 4 -5 -5 -5 -4 1 1.93 1 476
2 4 -6 -4 -9 -1 2.83| 5.74 1 2
3 4 6 -6 -10 -3 2.83] 1.91 283 4.43
4 2 2 -9 1 1 1.41 0 5.66 0
5 8 -5 1 -3 3 207 224 385 141
CR2| 1 8 -5 - -5 - 1.07 - 2.83 -
2 5 -7 - -9 - 1.79 - 0 -
3 5 5 - -11 - 3.63 - 2.61 -
4 1 3 - 5 - 0 - 0 -
5 3 -1 - -3 - 2 - 1.15 -
CR4| 1 2 -4 - -6 -8 1.41 - 1.41 1.41
2 8 -6 - -9 -1 1.49 - 1.69 3.20
3 2 3 - -10 -7 2.83 - 1.41 2.88
4 2 -1 - 7.5 2 5.66 - 3.54 1.41
5 8 -1 - -5 1 4,78 - 3.54 1.28
Table 4. Set B. Mean values of attributes within clusters
Clst. Mean values Standard deviations
Crs Inst.
No | Iy | | | I | |
ar Sl w Sg ar Sl w Sg
CR1| 1 8 3 -11 -5 -5 2.39 2.33 2.83 4
2 13 -7 -3 -1 -3 2.23 3.38 3.38 2.66
3 12 -3 -6 -7 -5 2.58 3.13 1.51 3.57
4 15 7 -7 -3 -1 3.40 2.56 3.64 2.33
5 8 -9 7 -9 1 3.55 2.7] 2.14 3.21
CR2| 1 8 1 - -3 - 1.51 - 2.14 -
2 13 -7 - -1 - 251 - 3.15 -
3 4 7 - -2 - 1.63 - 476 -
4 12 2 - -5 - 1.97 - 1.80 -
5 19 -5 - -9 - 3.12 - 1.61] -
CR4| 1 12 1 - -3 -3 5.52 - 0.98 1.71
2 6 -5 - 3 -2 3.77 - 2.34 3.84
3 13 -3 - -7 -5 3.80 - 1.70 2.24
4 13 -1 - -5 -1 4.82 - 1.30 2.09
5 12 -5 - -9 1 4,55 - 1.44 2.97
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Table 5 contains respective values of means anidatd deviations of
attributes within clusters obtained for the setrd @ourseCR5andCR6G Similar
results for the set B are presented in Table 6.b6tn of the sets results obtained
for the cours€€R7andCR8are the same as for the cou@iRb.

For the course€R5 andCR6 averages of standard deviationssof,Sw,Su,
which are the most important in the cou@iR6 were considered. In the case of the
set A the averages f@R5are respectively equal to 0.1, 0.61, 0.29, whileGR6
they take the value: 0, 0.61, 0.1. Similarly to tlase of learning styles preferences
one can conclude that removing of attributes of lthe importance from the
clustering process ameliorated the quality of atgdigroups.

Table5. Set A. Mean values and standard deviations abat&s within clusters

Crs Cl. Inst Mean Values Standard deviations
No U | Sl | Sls | Sl S | S | Sl S
CR5| 1 3 4 4 4 2 0 0.58 1 1.15
2 4 5 3 4 5 0.5 0 0 0.b
3 5 4 3 5 4 0 0.89 0.45 0.b5
4 3 5 5 4 4 0 058 O 0.58
5 7 5 4 5 4 0 098 O 0.95
CR6| 1 4 4 3 4 - 0 0.5 0.5 -
2 6 5 5 4 - 0 0.99 0 -
3 2 4 3 5 - 0 0 0 -
4 7 5 4 5 - 0 0.97 0 -
5 3 4 4 5 - 0 0.5¢ 0 -
Table 6. Set B. Mean values and standard deviations abatés within clusters
Crs Cl. Inst Mean Values Standard deviations
No U | Sl | Sly | Sl S | S | Sl S
CR5| 1 7 4 3 4 3 1 1.13 1.1 A1 0.63
2 22 4 4 4 4 058 0.66 0.7 V3 077
3 1 1 1 3 5 0 0 0 0
4 17 4 3 5 5 0.66 0.87 0.7 D4 0[79
5 9 5 4 4 3 0.33 0.44 1.0 97 0J60
CR6| 1 8 5 4 3 - 052 1.19 0.4p -
2 16 4 4 4 - 0.6% 0.72 0
3 1 1 1 3 - 0 0 0 -
4 21 4 4 5 - 054 085 O
5 10 5 4 5 - 0 1.26 O -
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In the case of the set B, for the cou3R5 average standard deviations for
first three attributes are equal respectively &100.62, 0.42.. For the cour€®6g
in turn,they are equal to 0.34, 0.80 and 0.12. Again, ulcdde easily noticed that
removing of the attributes before the grouping pescimproved the quality of
obtained clusters.

6. Conclusion

In the paper application of unsupervised clasgificafor student groups'
creating, in different context of the educationgtem usage, is investigated.

The context of the courses is considered, taking atcount such student
features as dominant learning styles and usaljligferences. In the proposed
method course context is presented as a vectoeigiws, included into clustering
process. The effects are evaluated on the basiBeokxperiments done on the
datasets of real students.

Tests showed that using of weights can ameliorat@litees of obtained
groups if they differ significantly. What is moresalities of the biggest clusters
were better from the most important attributes pofrview.

Future research should consist on further expetisne&oncerning more
number of attributes of different meaning and intgoce as well as using different
clustering technique. More precise cluster val@attechnique should be also
considered.
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