
POLISH MARITIME RESEARCH, No 2/2024140

POLISH MARITIME RESEARCH 2 (122) 2024 Vol. 31; pp. 140-155
10.2478/pomr-2024-0030

Leveraging Artificial Intelligence to Enhance Port Operation Efficiency

Gia Huy Dinh   1

Hoang Thai Pham   1

Lam Canh Nguyen  2

Hai Quoc Dang 1

Nguyen Dang Khoa Pham   1, 4 *
1 University of Transport Ho Chi Minh City, Viet Nam
2 RMIT University, Viet Nam
4 PATET Research Group, Viet Nam
                                            
* Corresponding author: khoapnd@ut.edu.vn (Nguyen Dang Khoa Pham)

AbstrAct

Maritime transport forms the backbone of international logistics, as it allows for the transfer of bulk and long-haul 
products. The sophisticated planning required for this form of transportation frequently involves challenges such as 
unpredictable weather, diverse types of cargo kinds, and changes in port conditions, all of which can raise operational 
expenses. As a result, the accurate projection of a ship’s total time spent in port, and the anticipation of potential 
delays, have become critical for effective port activity planning and management. In this work, we aim to develop 
a port management system based on enhanced prediction and classification algorithms that are capable of precisely 
forecasting the lengths of ship stays and delays. On both the training and testing datasets, the XGBoost model was 
found to consistently outperform the alternative approaches in terms of RMSE, MAE, and R2 values for both the 
turnaround time and waiting period models. When used in the turnaround time model, the XGBoost model had the 
lowest RMSE of 1.29 during training and 0.5019 during testing, and also achieved the lowest MAE of 0.802 for training 
and 0.391 for testing. It also had the highest R2 values of 0.9788 during training and 0.9933 during testing. Similarly, 
in the waiting period model, the XGBoost model outperformed the random forest and decision tree models, with the 
lowest RMSE, MAE, and greatest R2 values in both the training and testing phases.
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INtrODuCtION

In the intricate and ever-changing field of maritime 
operations, which includes port operation and management, 
ship and vessel traffic management, logistics, shipbuilding, 
and security, the demand for creative solutions to improve 
efficiency and gain a competitive edge is at its peak [1–4]. 
Due to its ability to process large amounts of data, predict 
patterns, and automate decision-making processes, artificial 
intelligence (AI) is revolutionising port operations [5–7]. An 
exploration of the various applications of AI illustrates the 
advantages and the obstacles encountered when incorporating 
it into port operations, which include the integration of 
technologies such as IoT and blockchain and the refinement 

of operational procedures to boost efficiency, cut down on 
turnaround times, and optimise resource usage to lower costs 
and reduce greenhouse gas (GHG) emissions [8–12]. The 
use of AI to enhance cargo handling processes can greatly 
accelerate loading and unloading activities, as shown by its 
implementation at the Port of Rotterdam for predicting the 
best container placement on ships [13,14]. In addition, the 
use of AI technology for predictive maintenance enables the 
monitoring of equipment sensors to anticipate failures in 
advance, as demonstrated at the Port of Los Angeles, resulting 
in decreased operational interruptions and prolonged 
machinery/engine lifespans [15–18]. 

AI can help in improving port security and surveillance 
when automated systems are used to monitor CCTV feeds in 
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real time [19], as it can help in detecting abnormal behavior 
or unauthorised entries, thus strengthening the security 
measures of ports [20]. However, despite these benefits, there 
are certain obstacles to overcome, such as the upfront costs of 
implementing AI systems, the requirement for ongoing data 
input for improvements to the system, and the importance 
of training employees to work effectively with advanced 
technology [21,22]. Smart technologies can help in effectively 
managing energy use in port operations, resulting in notable 
decreases in energy consumption [23–27], and the use of 
automated guided vehicles and electric cranes can reduce 
dependence on non-renewable energy sources, resulting in 
cost savings and decreased carbon emissions [28,29]. Through 
the digitisation of processes and documentation, operations 
can become more efficient by reducing ship idle times in 
port; this results in decreased fuel consumption and GHG 
emissions, ultimately lowering port fees and fuel costs for 
shipping companies [30–32]. Improving port management by 
enhancing planning and forecasting helps alleviate congestion 
and streamline ship schedules, ultimately cutting down on 
idle time for ships and lowering fuel usage and emissions 
[33,34]. 

As reported in the literature, optimising the fuel 
consumption for ship operation [35–37] through the use of 
green and alternative fuels for ship or internal combustion 
engine-based equipment in a port [38–41] or through the 
electrification of port equipment and ships [42–44] can 
also offer the potential to achieve low GHG and pollutant 
emissions. By strategically integrating technology and 
enhancing operational practices, ports can lower expenses, 
minimise their environmental impact, and support global 
efforts to decrease GHG emissions and advance environmental 
sustainability in the maritime industry [45–47]. Modern 
technologies, including AI, IoT and blockchain technology, 
have altered the way companies operate in the modern age. 
AI, IoT and blockchain technology can be used for many 
applications [48,49]. According to the findings of a study 
by Xu et al. [50], the adoption of AI technology by various 
ports has the potential to increase port profitability; however, 
the unfortunate reality is that the simultaneous adoption 
of this technology makes homogenised competition even 
more intense, which poses a risk to the realisation of profits. 
In addition, though a hub port has the ability to harness the 
benefits of AI to increase its competitiveness, it also has the 
potential to harm the performance of rivals and society as 
a whole.

A holistic strategy that involves upgrading port and 
logistics operations with AI and other cutting-edge 
technologies, despite obstacles related to integration, will 
give rise to a future where ports function with unparalleled 
accuracy and productivity [51,52]. These innovations offer 
numerous advantages, such as improving the sustainability of 
port operations and advancing the management of activities 
within ports, which promises to boost global trade efficiency 
and promote environmental stewardship [53–55]. Maritime 
transport forms the foundation of international logistics, as 
it permits the delivery of bulk and long-haul items. However, 

the intricate planning necessary for marine transportation 
frequently involves challenges such as unexpected weather, 
a wide range of types of cargo, and changes in port conditions. 
These problems can have a substantial influence on operating 
costs, meaning that it is critical to precisely assess a ship’s 
entire stay in port and to anticipate unexpected delays. Thus, 
in this work, we focus on addressing the inherent constraints 
of marine logistics through the use of AI to improve port 
operations.

MEtHODOLOGY

PrOBLEM StAtEMENt

The problem of berth allocation is a critical one in port 
administration, as it requires the allocation of available berths 
to arriving ships in a way that improves efficiency while 
minimising delays. An example will illustrate the difficulty 
of berth allocation: consider a crowded container terminal at 
a seaport that receives many cargo ships of varying sizes and 
with differing arrival times during the day. The terminal has 
a limited number of berths where ships may dock to load and 
unload cargo. The aim is to best distribute berths to arriving 
ships to ensure smooth operation and reduce waiting periods.

In this scenario, machine learning (ML) is used to anticipate 
the waiting and turnaround times of ships in port, in order to 
improve operational efficiency at a container terminal with 
four berths, each capable of housing one container ship at 
a time. Throughout the day, several ships arrive with their 
own particular characteristics, such as arrival time, expected 
loading/unloading time (turnaround time), and priority 
level, which are determined based on the cargo type, size 
of the vessel, and contractual agreements. The task entails 
improving numerous aspects to enhance port operations 
based on how ships are controlled depending on their 
arrival times to avoid excessive delays. ML models are used 
to precisely anticipate ship turnaround times, thus enabling 
more effective scheduling and resource usage. The objective 
is to create a predictive model that can accurately estimate 
ship waiting and turnaround times, which can contribute 
to the management of port operations. This involves the use 
of advanced ML algorithms that assess real-time data on 
ship arrivals and operational restrictions, allowing for more 
informed decision-making.

The present study is innovative in that we apply 
a comprehensive approach to enhancing port efficiency by 
integrating ML predictions with operational decision-making. 
Unlike previous techniques, which mainly rely on heuristic 
or rule-based systems to manage ship arrivals and resource 
allocation, we use advanced predictive models to precisely 
estimate ship waiting periods and turnaround times. This 
predictive capacity enables proactive revisions to operational 
plans, resulting in significantly reduced ship idle periods and 
better usage of port resources. Furthermore, our method 
takes into account a wide variety of factors influencing port 
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operations, from ship-specific features to larger operational 
restrictions, resulting in a more nuanced and successful 
strategy for port management. The use of ML models that 
are capable of learning from previous data and reacting to new 
information distinguishes this study, making it an important 
contribution to the field of port operation improvement. 
The proposed technique not only advances the theoretical 
understanding of the use of ML to solve logistical difficulties, 
but also provides a practical framework that may be beneficial 
to ports around the globe in terms of improving efficiency, 
lowering costs, and improving service quality.

MACHINE LEArNING

ML can help solve the berth allocation problem by 
combining historical data with real-time information and 
optimisation algorithms to make data-driven judgments. In 
the following, we describe two ML approaches that can be 
employed to tackle the problem.

random Forest
A random forest (RF) algorithm consists of an ensemble 

of N decision trees, {T1 , T2 ,…., TN }. Each tree Ti  is built from 
a bootstrap sample of the training data, D, which is a sample 
drawn with replacement from the original training dataset of 
size M. This method is also sometimes referred to as bagging 
or bootstrap aggregating. In addition, when a node is split 
during the building of the tree, rather than searching for the 
most optimal division among all features, a random subset 
of k features is selected from the total K features, and the 
optimum split from this subset is used to divide the node. 
This is done in place of searching for the best split among 
all features. The presence of this unpredictability contributes 
to the model’s increased robustness and helps to prevent 
overfitting [56–59].

training process: Consider a  dataset D = {(x1, y1), 
(x2, y2),…,( xM, yM)} where xi is a vector of features and yi is 
the objective variable for each instance i. The objective of the 
RF regressor is to learn a model that can predict the value of 
y for new instances based on their features x.

For each tree Ti in a RF model F, the training process 
involves:
•	 Generation of the bootstrap sample Di for the original 

dataset D.
•	 Recursively splitting Di at each node, beginning with the 

root, until the stopping criteria are met (e.g., maximum 
depth, minimum samples at a leaf), using the best split 
chosen from a randomly selected subset of k features at 
each step.
Prediction process: The forecast for a new instance x is 

derived by taking the average of the predictions provided by 
each of the distinct trees in the forest:

 
 

predictions provided by each of the distinct trees in the forest: 
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seen that an increase in the number of trees N decreases the prediction variance. An ensemble 

learning method combines predictions from multiple ML algorithms (in this case, decision trees) 

to improve the accuracy, and a typical flow chart for this process is depicted in Fig. 1. Through the 

integration of various predictions from multiple trees, RF can offer precise results, process 

extensive datasets with increased dimensionality, and address the problem of missing values 

efficiently [60–62].  
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eXtreme Gradient Boosting
The gradient boosting framework has gained popularity due 

to its speed and performance in ML contests. eXtreme gradient 
boosting (XGBoost) is an enhanced and fast implementation 
of the gradient boosting framework. However, in contrast 
to RF, which constructs and aggregates many decision trees 
in parallel with no interaction, XGBoost constructs trees in 
a sequential manner, with each new tree rectifying the faults of 
trees that were constructed in the past. The use of this strategy 
makes it possible to create a model that is more optimised and 
is capable of handling difficult regression and classification 
tasks with a high level of efficiency. XGBoost is a methodical 
technique for eliminating mistakes and enhancing model 
performance, and the mathematical expressions and concepts 
that underpin it illustrate this approach [64,65]. There are two 
components that make up the objective function of XGBoost, 
which aims to minimise the loss function. These components 
are the loss function and the regularisation term. In order 
to prevent overfitting, the regularisation term is responsible 
for controlling the complexity of the model, while the loss 
function is responsible for evaluating the difference between 
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the predicted values and the actual values. A schematic 
diagram of the operation of XGBoost is shown in Fig. 2.

Fig. 2. Schematic diagram of XGBoost [66]
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Optimisation techniques: XGBoost can be used with 
numerous optimisation methods to improve the efficiency 
and speed, for example:
•	 Gradient-based one-side sampling (GOSS): This reduces 

the data size for faster performance while maintaining 
algorithm efficacy.

•	 Regularization: To avoid overfitting, the objective function 
contains both L1 (lasso regression) and L2 (ridge regression) 
regularisation terms.

•	 Sparsity-aware split finding: This approach efficiently 
manages missing data by either discovering the optimal 
way to handle missing values during training or assigning 
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Decision tree regressor
The decision tree (DT) regressor is a simple and effective 

ML technique used for regression applications. It works by 
recursively splitting the feature space into different areas 
and estimating the average target value of the training cases 
within each zone. DTs are frequently used in a wide variety 
of fields due to their simplicity and interpretability [69–71].

Foundation of Dt: A DT is a hierarchical structure of 
nodes, where each node represents a feature, and each edge 
represents a decision rule based on that feature. The goal of 
a DT algorithm is to recursively divide the feature space into 
sections that are as homogenous as possible in terms of the 
target variable. Given a dataset D = {(x1, y1),(x2, y2),…,(xM, yM)}, 
where xi-th is the feature vector for the i-th instance and yi 
is the target objective, a typical schematic diagram for a DT 
algorithm is shown in Fig. 3.

Fig. 3. Schematic diagram of a decision tree algorithm [72]

Model training: A DT model is trained by recursively 
dividing the feature space into regions, with the goal of 
minimising the variance of the target variable across each 
zone. The algorithm starts at the root node and passes through 
each node, selecting the optimal split based on a splitting 
criterion such as the mean squared error (MSE) or the mean 
absolute error (MAE). The splitting criterion is used to assess 
the quality of a split by calculating the reduction in variance 
or absolute error that occurs. The procedure continues 
until a stopping requirement is satisfied, such as achieving 
a maximum depth, sampling a certain number of leaves, or 
reducing impurities to a minimum [73–75].

From a  numerical perspective, this splitting can be 
expressed as
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where s is the feature and threshold used for splitting, t is 
the threshold value, mL and mR are the number of instances 
in the left and right child nodes, m is the total number of 
instances, and Var(yL) and Var(yR) are the variances in the 
target values for the left and right child nodes, respectively.

The prediction for a new instance x is formed by traversing 
the DT from root to leaf node and returning the average 
target value of the training examples within the leaf node. 
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inside each zone [76]. Despite certain shortcomings, DTs are still a popular option for regression 

issues due to their simplicity, adaptability, and ease of understanding. 
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where mx corresponds to the number of instances in the 
leaf node containing x and y, which is the target value of the 
i-th instance.DT regression provides a simple but efficient 
approach for forecasting and modeling continuum target 
variables. DT makes regression tasks more visible and 
understandable by recursively splitting the feature space and 
making predictions based on the average target values inside 
each zone [76]. Despite certain shortcomings, DTs are still 
a popular option for regression issues due to their simplicity, 
adaptability, and ease of understanding.
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where SSres is the sum of squared residuals (the difference 
between the actual and predicted values) and SStot is the total 
sum of squares (the variance in the dependent variable).

rMSE: This represents the average magnitude of the errors 
between the actual and anticipated values. It gives an idea of 
the typical deviation of the forecasts from the actual values, 
with smaller values indicating better model performance. 
The RMSE may be mathematically represented as follows:
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forecast value.

MAE: This is similar to RMSE, except it quantifies the 
average absolute variation between the forecasts and actual 
values. Like RMSE, lower MAE values imply higher model 
performance.

The MAE may be mathematically stated as follows:
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A higher R2 value indicates that the model explains more of the variation in the dependent 

variable. Its value ranges from zero to one, with one representing a perfect match. The RMSE and 

MAE are two metrics that assess prediction accuracy, with lower values indicating better 

performance. However, RMSE penalises large mistakes more severely than MAE, making it more 

susceptible to outliers [83–85].  
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regression models. These metrics give information about how well the model matches the data and 

the accuracy of its predictions.  

Model selection: These measures can be used to select models with greater R2 values, and 

lower RMSE and MAE values. In summary, R2, RMSE, and MAE are critical metrics for 

evaluating the validity of regression models, as they give useful insights into the models' accuracy 

and goodness of fit, which aids in model evaluation, selection, and enhancement [58,86]. 
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CASE STUDY 

Located in Vietnam, Haiphong Port plays a crucial role as a maritime hub that supports trade 

and commerce. The efficient management of ship waiting periods and turnaround times is crucial 

for optimising port operations and ensuring a smooth flow of cargo. In this case study, the goal is 

to create predictive models using advanced ML techniques such as XGBoost, DT, and RF. These 

models aim to predict ship port waiting times and turnaround durations by exploiting the vast 

amount of data from the automatic identification system (AIS). The AIS provides up-to-date 

information on various factors related to vessel movements, such as locations, speeds, and 

headings. Using this extensive dataset, our goal is to create models that can predict waiting times 

and turnaround times for ships at Haiphong Port. These forecasts are crucial to enable port 

authorities to coordinate operations, optimise resource allocation, and improve overall port 

efficiency [87–89].  

(8)

A higher R2 value indicates that the model explains more 
of the variation in the dependent variable. Its value ranges 
from zero to one, with one representing a perfect match. 
The RMSE and MAE are two metrics that assess prediction 
accuracy, with lower values indicating better performance. 
However, RMSE penalises large mistakes more severely than 
MAE, making it more susceptible to outliers [83–85]including 
the oil and gas industry, which covers several fields, including 
reservoirs, drilling, and production. In oil and gas production, 
conventional methods, such as reservoir simulation, are used 
to predict the oil production rate. This simulation requires 
comprehensive data, so each process step takes a long time 
and is expensive. AI is urgently needed and can be a solution 
in this case. This research aims to apply AI techniques to 
forecast oil production rates based on water injection rates 
from two injection wells. Three wells are connected with 
a direct line drive pattern. Three different AI methods were 
applied, including multiple linear polynomial regression (PR.

Evaluation of a model using R2, RMSE, and MAE is 
a typical method for comparing regression models. These 
metrics give information about how well the model matches 
the data and the accuracy of its predictions.

Model selection: These measures can be used to select 
models with greater R2 values, and lower RMSE and MAE 
values. In summary, R2, RMSE, and MAE are critical metrics 
for evaluating the validity of regression models, as they give 
useful insights into the models’ accuracy and goodness of fit, 
which aids in model evaluation, selection, and enhancement 
[58,86].

rESuLtS AND DISCuSSION

CASE StuDY

Located in Vietnam, Haiphong Port plays a crucial role 
as a maritime hub that supports trade and commerce. The 
efficient management of ship waiting periods and turnaround 
times is crucial for optimising port operations and ensuring 
a smooth flow of cargo. In this case study, the goal is to create 
predictive models using advanced ML techniques such as 
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XGBoost, DT, and RF. These models aim to predict ship port 
waiting times and turnaround durations by exploiting the 
vast amount of data from the automatic identification system 
(AIS). The AIS provides up-to-date information on various 
factors related to vessel movements, such as locations, speeds, 
and headings. Using this extensive dataset, our goal is to create 
models that can predict waiting times and turnaround times 
for ships at Haiphong Port. These forecasts are crucial to enable 
port authorities to coordinate operations, optimise resource 
allocation, and improve overall port efficiency [87–89]. 

XGBoost, DT, and RF are well-regarded ML algorithms 
that are recognised for their effectiveness in addressing 
regression tasks. Through the use of these algorithms, we 
aim to leverage the complex patterns in the AIS data to 
produce precise forecasts. With a deep understanding of 
the factors affecting waiting periods and turnaround times, 
port authorities can proactively handle vessel traffic, alleviate 
congestion, and guarantee prompt processing of cargo. The 
creation of predictive models based on AIS data and advanced 
ML techniques represents an important development for 
Haiphong Port, as data-driven insights can allow port 
authorities to effectively address operational challenges, and 
to achieve enhanced efficiency and reliability in maritime 
logistics. With this in mind, we aim to streamline operations, 
decrease turnaround times, and enhance the competitiveness 
of Haiphong Port in terms of global trade.

Data Analysis
Preparing the data is a crucial stage when creating ML 

models, in order to guarantee precise and dependable 
forecasts. Prior to inputting data into ML algorithms, it is 
essential to thoroughly clean, transform, and organise the 
data appropriately, which improves the data quality and 
boosts the performance of the ML model. The correlation 
matrix in table 1 shows the connections between various 
ship and berth dimensions, turnaround times, and waiting 
time variables.
Tab. 1. Correlational matrix of the data
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Ship_L, m 1 −0.122 −0.018 −0.108 −0.25 −0.102

Ship_D, m −0.123 1 −0.14258 0.0997 0.11 0.067

Berth_L, m −0.018 −0.143 1 0.116 −0.23 −0.184

Berth_D, m −0.108 0.0997 0.115 1 0.0158 −0.054

turnaround_t, hr −0.25 0.11 −0.232 0.0158 1 0.0061

Waiting_t, hr −0.10 0.067 −0.1843 −0.0541 0.0061 1

Each cell of the matrix displays the correlation coefficient 
between two variables. The ship length (Ship_L) has 
a negative correlation with turnaround time (−0.25) and 
waiting time (−0.102), suggesting that longer ships typically 
experience shorter turnaround and waiting times, although 
these correlation coefficients have a relatively low strength. 
Ship draft (Ship_D) has a slight positive correlation with 
turnaround time (0.11) and waiting time (0.067), indicating 
that a rise in ship draft could lead to a slight increase in 
both turnaround and waiting times. Berth length (Berth_L) 
shows weak negative correlations with both turnaround time 
(−0.23) and waiting time (−0.184), suggesting that ships with 
extended berths have reduced turnaround and waiting 
times. In contrast, berth draft (Berth_D) has relatively low 
correlation coefficients with other variables, suggesting weak 
correlations [90,91].

The turnaround time (Turnaround_T) has moderately 
negative correlations with ship length (−0.25) and berth 
length (−0.23), suggesting that longer ships with longer berths 
are linked to shorter turnaround times. Conversely, waiting 
time (Waiting_T) exhibits minimal correlations with ship and 
berth dimensions, with coefficients of close to zero. There are 
very minor negative correlations between ship length (−0.102) 
and berth length (−0.184). These correlation coefficients 
offer valuable insights into the connections among various 
variables, which are crucial for improving port operations 
and increasing efficiency. Through data preprocessing and 
identifying these relationships, we can create more precise 
ML models to forecast ship waiting times and turnaround 
durations, which will ultimately streamline port activities 
and improve effectiveness.

An examination of the statistical data offers interesting 
insights into the features and spread of the information, as 
shown in table 2, which presents a summary of statistics 
for the variables related to ship and berth dimensions, 
turnaround time, and waiting time. The average ship length 
is 154.72 m, with a  standard deviation of 28.5 m. Ship 
lengths range from 92.08 to 201.27 m, with ship lengths at 

the 25th percentile, median, 
and 75th percentile being 
134.8, 160.98, and 173.87 m, 
respectively [92,93]rainfall, 
and humidity indirectly 
affect DHF spread patterns. 
Therefore, this research uses 
and compares three machine 
learning modelsâ€”restricted 
B ol t z ma n n mac h i ne -
backpropagation neural 
network (RBM-BPNN.
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Tab. 2. Descriptive statistical analysis of the data
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Mean 154.72 10.69 232.13 15.77 23.03 5.92

Std 28.5 2.15 30.25 2.04 8.47 1.84

Min 92.08 7.36 174.92 12.35 4.92 2.57

25% 134.8 9.06 213.45 15.65 16.97 4.58

50% 160.98 10.67 233.87 15.88 21.65 5.64

75% 173.87 12.29 259.55 17.99 28.65 7.24

Max 201.27 15.08 276.44 17.99 42.28 11.57

 The average ship draft is 10.69 m, with a standard deviation 
of 2.15 m, and the ship drafts range from 7.36 to 15.08 m. The 
ship drafts at the 25th percentile, median, and 75th percentile 
are 9.06, 10.67, and 12.29 m, respectively.

The average berth length is 232.13 m, with a deviation 
of 30.25 m. The berth lengths range from 174.92 to 276.44 
m, with the lengths of the 25th percentile, median, and 
75th percentile berths being 213.45, 233.87, and 259.55 m, 
respectively.

The average berth draft is 15.77 m, with a  standard 
deviation of 2.04 m. The berth drafts range from 12.35 to 
17.99 m. The 25th percentile, median, and 75th percentile 
berth drafts are 15.65, 15.88, and 17.99 m, respectively.

The average turnaround time is 23.03 h, with a standard 
deviation of 8.47 h. The shortest and longest turnaround times 
are 4.92 and 42.28 h, respectively. The turnaround times for 
the 25th percentile, median, and 75th percentile are 16.97, 
21.65, and 28.65 h, respectively.

The mean waiting time is 5.92 h, with a standard deviation 
of 1.84 h. The waiting times range from 2.57 to 11.57 h. 
The waiting times at the 25th percentile, median, and 75th 
percentile are 4.58, 5.64, and 7.24 h, respectively.

These statistics offer valuable insights into the distribution 
and characteristics of the data, which are important in terms 
of understanding the dataset and guiding subsequent analysis 
and modeling.

Data division: For model development and evaluation, 
the dataset is split into three subsets, to create the training, 
validation, and test sets. The training set makes up 70% of 
the dataset and forms the basis for training the ML models. 
This subset contains sufficient data to allow the models to 
grasp the fundamental patterns and connections in the data. 
Following this, 15% of the dataset is set aside for the validation 
set, which is used to assess the model’s performance and to 
adjust the hyperparameters. This dataset is important for 
fine-tuning the model’s setup to reach peak performance. 
By making iterative adjustments that are informed by the 
validation results, models can be fine-tuned to perform 
well on new data. Finally, 15% of the dataset forms the test 
set, which allows us to independently evaluate the model’s 
performance. By isolating this subset from the training 

and validation data, we can 
guarantee a fair assessment of 
the model’s capacity to adapt 
to fresh, unobserved data.

Hyperparameter 
optimisation: Bayesian 
optimisation is a  robust 
method for ef fectively 
navigating the hyperparameter 
space and identifying the best 
configuration for each model. 
Through strategic sampling 
of the hyperparameter space 
based on previous evaluations, 
Bayesian optimisation speeds 

up the quest for the optimal model configuration. To provide 
guidance for the optimisation process, an objective function 
is established that involves minimising either the MAE or 
RMSE on the validation set. This function acts as a key 
metric enabling us to assess the performance of various 
hyperparameter configurations and to identify the most 
promising ones [94,95].

K-cross fold: Integrating a  five-fold cross-validation 
strategy into the Bayesian optimisation process helps prevent 
overfitting and ensures the robustness of the models. Through 
the process of dividing the data into five subsets and repeatedly 
training and validating the models on various combinations 
of these subsets, we can achieve more dependable assessments 
of model performance and hyperparameter efficacy [96,97].

turnaround time Model
The XGBoost regressor was trained on the training set, with 

hyperparameters selected through Bayesian optimisation. 
XGBoost’s robust gradient boosting framework allows for 
effective understanding of intricate patterns in the data, 
resulting in top-performing predictive models. In the same 
way, a DT regressor was trained on the training set using the 
default hyperparameters. DT provides a straightforward and 
easy-to-understand approach, which is useful for establishing 
a foundation model for comparison against more intricate 
algorithms. Following this, the RF regressor was trained with 
hyperparameters obtained through Bayesian optimisation 
using the same training set. Through the combination of 
various individual decision trees, RF addresses the problem 
of overfitting and gives enhanced predictive accuracy, and is 
a valuable asset in the modeling ensemble [98,99].

Once the prediction models had been developed, they were 
tested for predictions on the data. The model output during 
the training and testing phases is depicted in Figs. 4a and 5a. 
A comparison of the results reveals that the XGBoost model 
performs the best of the three models, followed by DT and then 
RF. The models were also compared using Taylor diagrams, 
as shown in Figs. 4b and 5b. It was easiest to compare the 
models using Taylor diagrams, as it is straightforward to 
identify the best-performing models using this approach. It 
can be observed that XGBoost-based models gave the best 
performance of the three considered here. Some statistical 
values are given in table 3.



POLISH MARITIME RESEARCH, No 2/2024 147

(a)

(b)

Fig. 4. Results from the training phase for the turnaround time model: 
(a) observed vs predicted values; (b) Taylor diagram

(a)

(b)

Fig. 5. Results from the testing phase for the turnaround time model: 
(a) observed vs predicted values; (b) Taylor diagram

Tab 3. Statistical evaluation of models

Model training Model testing

rF XGBoost Dt rF XGBoost Dt

rMSE 2.25 1.29 1.44 1.44 0.5019 1.066

MAE 1.59 0.802 0.897 1.27 0.391 0.9

r2 0.9355 0.9788 0.9735 0.944 0.9933 0.9696

table 3 shows the performance metrics for the three ML 
techniques, RF, XGBoost, and DT, in both the training and 
testing phases. At the model training stage, XGBoost has the 
lowest RMSE of 1.29, signifying its ability to minimise the 
average difference between the predicted and actual values. 
DT has a slightly higher RMSE of 1.44, whereas RF has 
a higher RMSE of 2.25. Furthermore, XGBoost has the lowest 
MAE at 0.802, suggesting smaller absolute errors on average 
when compared to RF (MAE = 1.59) and DT (MAE = 0.897). 
Moreover, XGBoost achieves the highest R2 value of 0.9788, 
suggesting a  superior fit to the data during training in 
comparison to RF (R2 = 0.9355) and DT (R2 = 0.9735).

When evaluated on the test dataset, XGBoost continues 
to demonstrate exceptional performance by achieving an 
RMSE of 0.5019, signifying minimal deviation between the 
predicted and actual values during testing. DT has a higher 
RMSE of 1.066, and RF has an RMSE of 1.44. In the same vein, 
XGBoost has the lowest MAE at 0.391, showing the smallest 
absolute errors on average during testing, while DT is the 
second-best model with a value of 0.9, and RF has a value of 
1.27. Moreover, XGBoost gives the highest R2 value of 0.9933 
at the testing stage, suggesting the most accurate fit to the 
test data, with RF and DT achieving R2 values of 0.944 and 
0.9696, respectively.

Overall, XGBoost consistently surpasses the RF and DT 
models in terms of RMSE, MAE, and R2 values across both 
the training and testing phases. XGBoost shows exceptional 
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predictive accuracy and model fit to the data, indicating that 
this is the best choice for this predictive modeling task. It 
is important to take into account the particular needs and 
limitations of the problem domain when choosing the best 
ML approach for real-world scenarios [100,101]

Waiting Period Model
After creating the prediction models, they were tested using 

data for accuracy. The model output during the training and 
testing phases is shown in Figs. 6a and 7a. From a comparison 
of the models, we see that XGBoost outperforms DT and RF. 
Comparisons between the models were made using Taylor 
diagrams, as shown in Figs. 6b and 7b, as this made it simple 
to identify the best-performing ones. Some statistical values 
are provided in table 4.

(a)

(b)

Fig. 6. Results from the training phase for the waiting period model; 
(a) observed vs predicted values; (b) Taylor diagram 

(a)

(b)

Fig. 7. Results from the training phase for the waiting period model: (a) 
observed vs predicted values; (b) Taylor diagram

Tab. 4. Statistical evaluation of models

Model training Model testing

rF XGBoost Dt rF XGBoost Dt

rMSE 0.618129 0.28122 0.373758 0.92869 0.394403 0.697345

MAE 0.51798 0.193347 0.304867 0.873883 0.327297 0.558989

r2 0.838893 0.966654 0.941097 0.877256 0.977862 0.930792

It can be observed from table 4 that in regard to RMSE 
values, XGBoost (0.28122) performs better than both RF 
(0.618129) and DT (0.373758) by generating more precise 
predictions with lower error. DT has a slightly higher RMSE 
compared to XGBoost, and RF has the highest RMSE of 
the three techniques. The results for the MAE values are 
also consistent, with XGBoost having the lowest error at 
0.193347, followed by DT at 0.304867, and RF at 0.51798. Once 
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more, XGBoost yields exceptional performance in terms of 
reducing prediction errors, this result is also agreed by other 
researchers [102,103].

From the R2 values, we see that XGBoost achieves an 
impressive score of 0.966654, indicating that it can explain 
a larger proportion of the variance in the data compared to 
the other two techniques. RF also achieves good results, with 
an R2 of 0.838893, suggesting a strong fit to the data. Although 
DT is still effective, it has a slightly lower R2 of 0.941097 in 
comparison to XGBoost and RF. Overall, XGBoost stands out 
as the best technique across all three metrics, demonstrating 
its effectiveness in predictive modeling tasks. It attains the 
lowest errors (RMSE and MAE) and the highest R2 value, 
showcasing superior predictive performance and a better fit to 
the data. RF also demonstrates strong performance, especially 
in R2, but falls slightly short of XGBoost in error metrics. 
When it comes to delivering results, DT lags behind XGBoost 
and RF, especially in terms of prediction accuracy. Hence, 
XGBoost seems to be the most appropriate option out of the 
three techniques for the specified predictive modeling task.

Challenges and Obstacles
When ML is applied to optimise port operations, which are 

essential for boosting efficiency, lowering costs, and improving 
overall performance, both obstacles and possibilities arise, 
for example:
•	 Data quality and availability: One of the most significant 

challenges that needs to be overcome in order to 
successfully use ML-based models for the prediction of 
port operations involves the availability and quality of 
test data. Despite the fact that data from an AIS and other 
sources provide essential information, these sources may be 
inconsistent, noisy, or incomplete. The process of cleaning 
and preparing such data in order to guarantee their quality 
and dependability can be both time-consuming and 
resource-intensive [104,105].

•	 Dynamic complexity: Port operations entail complex 
operations involving a variety of elements, such as the 
arrival and departure of vessels, timetables for berthing, 
handling of cargo, and the conditions of the environment 
[106]. To effectively model these intricate dynamics, 
powerful ML methods that are able to capture nonlinear 
interactions and temporal dependencies are required 
[107,108].

•	 Scalability: This is a concern for ML models since they 
process massive amounts of data in real time, which gives 
rise to scalability issues. In order to implement these systems 
in practice, it is vital to deploy ML algorithms that are 
capable of effectively managing such large amounts of data 
while maintaining real-time responsiveness [109,110]such 
as aircraft design, wind turbines, and heat transfer. Each 
airfoil has different aerodynamic coefficients. Obtaining 
the aerodynamic coefficients is a must to optimize the 
airfoil design. Engineers use various methods to get the 
airfoil aerodynamic coefficients. A prediction method is 
an approximation approach that effectively reduces time 

and cost. This article uses convolutional neural networks 
(CNN.

•	 Interpretability: ML models, and deep learning algorithms 
in particular, frequently meet with criticism due to their 
inability to be interpreted. In port operations, where 
decisions can have enormous repercussions, stakeholders 
demand models that are both visible and interpretable, in 
order to comprehend the reasoning behind projections and 
to make decisions that are based on accurate information 
[111,112]especially online news. They just get news and 
are unable to filter out inappropriate stuff. The media 
website conveys a great deal of information. Popular news 
websites are one source for keeping up with the newest 
news. It requires a significant amount of work to deliver 
news on prominent websites and to choose content that 
is not incorrect. To crawl the web and analyse enormous 
data, massive computer power is required, and solutions 
to lower the process’s space and temporal complexity 
must be created.Data mining is seen to be a solution to 
the aforementioned difficulties since it extracts particular 
information based on defined attributes. This research 
investigated a model to determine the content of false 
news information in Indonesian popular news. Firstly, 
preprocessing process from dataset that collected from 
keaggle. Secondly, we try use classification methods to 
determined which the optimal method to classify fake 
news. Thirdly, we use another public dataset for testing 
method. Furthermore, five machine learning classifiers 
are compared: Support Vector Machine (SVM.

Prospects
•	 Predictive analytics: ML makes it possible to apply 

predictive analytics to a variety of port operations, such 
as the arrival times of vessels, the distribution of berths, 
the processing of cargo, and turnaround times. In order 
to anticipate future occurrences and optimise resource 
allocation, ML models may analyse past data as well as 
information that is collected in real time. This results in 
increased efficiency and decreased delays [9,113]Carbon 
Monoxide (CO.

•	 Optimisation: The optimisation of vessel scheduling, 
berth usage, and resource allocation may be improved by 
the application of ML-based optimisation approaches, 
which can also improve port operations. The ability of 
ML algorithms to develop optimum solutions that strike 
a balance between conflicting demands arises because 
they take into account many restrictions and objectives, 
such as lowering waiting times, optimising throughput, 
and reducing environmental effects [114,115].

•	 Automation: ML makes it possible to automate regular 
jobs as part of port operations, such as inspecting cargo, 
tracking containers, and scheduling repairs. Autonomous 
systems that are equipped with ML algorithms have the 
ability to increase safety by recognising possible dangers 
and managing risks, as well as expediting operations and 
minimising the amount of manual work required.
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•	 Decision support: Decision support systems based on ML 
can offer port operators, terminal managers, and other 
stakeholders useful insights and suggestions. These systems 
provide assistance to decision makers in the process of 
making informed choices, improving operations, and 
limiting risks. They do this by evaluating data from 
a variety of sources and simulating numerous situations.
The conclusion may be drawn that although ML-based 

model prediction may pose problems in terms of data quality, 
complexity, scalability, and interpretability, it also presents 
a valuable opportunity for improving port operations through 
predictive analytics, optimisation, automation, and decision 
support. Ports can capture the full potential of ML by tackling 
these difficulties and capitalising on the possibilities. This will 
allow them to enhance efficiency, cut costs, and maintain their 
competitive edge in the global marine business.

CONCLuSION

The aim of this study was to create a port management 
system based on powerful prediction and classification 
algorithms that were capable of accurately projecting ship 
stay durations and delays. Our study contributes to maritime 
logistics research by addressing an important gap in existing 
port analytic frameworks. The suggested method not only 
helps with port decision-making but also predicts service 
interruptions, thereby improving overall port efficiency. 
To demonstrate the efficacy of the proposed technique, we 
conducted a case study with data from a modern port, and used 
feature analysis to identify the primary aspects influencing 
maritime logistics, resulting in a better knowledge of port 
operational complexity. The XGBoost regressor, trained using 
Bayesian-optimised hyperparameters, emerged as the best-
performing model. Its strong gradient-boosting architecture 
effectively extracted subtle patterns from the data, yielding 
extremely accurate prediction models. We also trained DT 
and RF regressors for comparison with the XGBoost model; 
whereas DT is a simple solution, RF addresses overfitting and 
improves forecast accuracy by combining several distinct 
trees.

On both the training and testing datasets, the XGBoost 
model consistently outperformed the other approaches in 
terms of RMSE, MAE, and R2 values for both the turnaround 
time and waiting period models. For the turnaround time, the 
XGBoost model had the lowest RMSE of 1.29 during training 
and 0.5019 during testing, as well as the lowest MAE values 
of 0.802 during training and 0.391 during testing. It also had 
the greatest R2 values of 0.9788 during training and 0.9933 
during testing. Similarly, when used in the waiting period 
model, XGBoost outperformed RF and DT with the lowest 
RMSE, MAE, and greatest R2 values in both the training 
and testing phases.

Overall, our findings highlight the importance of AI-driven 
techniques in terms of transforming port administration and 
promoting innovation in marine logistics. Ports can improve 
efficiency, reduce costs, and remain competitive in the global 

marine business by utilising modern predictive modeling 
approaches. When deciding on the best ML method, it is 
critical to examine the unique demands and restrictions of 
each port business.
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