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The conducted works consisting in the development of algorithms operating according
to two different types of reduction:
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The analysis of very large sets indicated that incremental reduction leads to significant
errors in the initial phase of operation; these errors require much time to be decreased. Eli-
minative reduction usually gives low classification error at the initial phase of computa-
tions; however, much time is needed to obtain considerable reduction.
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Combination of two considered types of the reference set condensation may consist of
a sequence of both component algorithms. A model was implemented where first an incre-
mental type of the algorithm based on reference set condensation was used and then, as the
second phase, the modified Chang’s method (Fig. 1) was applied, which is of the decremen-
tal type. The reverse sequence would require much more computations.

An important issue obtained by the author during the development of this algorithm
was establishing of a transition criterion (stop criterion) from the first component algorithm
to the second one. The transition criterion was based on the classification error (Fig. 2).
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Two intervals of classification error chart were analyzed:
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Both cases may decide whether at the specific moment transition to the second compo-
nent algorithm should take place. In case of continuous and, for some time, relatively per-
manent or insignificantly growing classification error (this period, measured in a number of
iterations, is determined by an operator/user of the algorithm), the transition criterion was
recognized as a beginning of such a period. In case of a local minimum, it is important to
decide in what period of time (defined by a number of iterations) this minimum should be
determined. During the tests of the algorithm, in both cases the period was set to 1/1000 of
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a set’s size was chosen, i.e. for a set of 7000 elements the period was constrained to 7 ite-
rations was adopted. In a real application, it seems appropriate to determine this periods
basing on the limit of time required to complete a given task (e.g. in quality control it is the
time between the arrival of subsequent samples of the checked product on the assembly
line). A criterion of error level may also be used, i.e. when the error reaches the chosen
level, the transition will take place. One should also remember that the best solution seems
to be an empirical selection of these parameters depending on a specific tasks and data set.
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The first component of the cascades algorithm is the condensation algorithm based on
of finding the mutually furthest points. This method consists in assigning one pair of the
mutually furthest points (from different classes) to each point from the learning set, assum-
ing that in case of several furthest neighbours located at equal distances, the one with lowest
number is always chosen. Because many objects may have the same pair of the mutually
furthest points or a pair where a given point coincides with another, a pair with a lower
number is chosen (i.e. a pair which was found as the first). The problem of coinciding points
belonging to the same classes and having the same properties was solved by omitting them
(removing them from test sets). It did not adversely affect the error level of classification
performed with the use of obtained condensed sets. A pair of the mutually furthest points
can be found for any subset of the primary reference set and is used to determine a hyper-
plane which divides this subset. It goes through the centre of the segment connecting these
points and it is orthogonal to it. At the beginning the whole reference set is divided in this
manner into two subsets. The next subset to be divided is determined automatically by the
algorithm. New subsets obtained through division are replaced with gravity centres; they
are assigned to a specific class by the majority criterion, i.e. they are assigned to the largest
class inside the subset being currently divided. The figure below (Fig. 3) illustrates the ope-
ration (the first two iterations) of the algorithm for the example of 2-dimensional feature
space.
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For the needs of the described condensation method, the modification of the algorithm
of finding the mutually furthest points	A!B was used. The operation of the algorithm is pre-
sented below with the use of a pseudocode.

T   – the set of all testing objects, t – an element of T set;
t    = [a1, a2 … an]; a – a value of the feature describing the point; n – a number of

 features
i00. START
i01. choose tk = t0 (t0 = the first element of T set)
i02. tz = tk
i03. find tx element so that || tk , tx || = max, if tx = tz then go to i05
i04. tz = tx, tk = tx, go to i03.
i05. END

The graphic interpretation of the algorithm of finding the mutually furthest points was
presented in the figure (Fig. 4). In each step of the algorithm, the distance to the furthest
point from the opposite class is determined (Figs. 4a and 4b). In case this distance is the
same as the one computed in the previous cycle, the algorithm returns a pair of mutually
furthest points from different classes (Fig. 4c).
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Below, a pseudocode is presented for the reference set condensation algorithm based
on determining the cutting hyperplanes.

T the learning set containing m objects; Z – the condensed set;
Tj subsets of the learning set, j=1,2,...,i, after performing ith iteration;
T  = {t1, t2, …, tm}; x, k – indexes of elements from the set T; m – number of elements

in the primary reference set
t = [a1, a2 … an]; a – a feature describing an object; n – a number of features;
i00. START; i=1; Ti = T; Z=∅�{i.e. null set}
i01. Find a pair of the mutually furthest objects tj and tk in Ti set
i02. Construct a cutting hyperplane of g(t)=0 equation basing on points tj and tk
i03. TiA= {t∈Ti: g(t)>=0}; find a centre of gravity ziA of TiA set
i04. TiB= {t∈Ti: g(t)<0}; find a centre of gravity ziB of TiB set
i05. Delete Ti, remember TiA as Ti and TiB as Ti+1; next i=i+1
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i06 Delete the gravity centre of Ti
i07. Z= Z∪{ziA, ziB}
i08. Estimate classification error for 1-NN rule working with the condensed set Z and

remember it
i09. Arrange Tj sets, j=1,2,...i, so that Ti is the largest set
i10. If Ti contains more than one objects, go to i01
i11. END

Each time after a new reduced set has been determined (i.e. after each iteration), classi-
fication error is computed, with the use of leave-one-out method, for 1-NN rule operating
on the current condensed set.
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The second component algorithm is based on the modified Chang’s algorithm. The
original procedure of Chang’s reduction [1] is presented below in the form of a pseudocode.

THE ORIGINAL CHANG’S ALGORITHM

T  = {t1, t2, …, tm} – the learning set containing m objects t;
t   = [a1, a2 … an]; an element of T set, a – a feature describing a point; n – a num-

ber of features
Z   – the current reduced set;
∅   – a null set; key1 and key2 – working variables of logic type;
i00. START, A=∅, B=T; A={a random object from B};
i01. key1=false; key2=false; B=B–A;
i02. Find p∈A and q∈B, so that the distance d(p,q) is minimum;
i03. If p and q are from the same class, determine a set Z=A∪B∪{p*}–{p,q}, where

p*=(p+q)/2;
i04. If p and q are from the same class and Z is the same as T, key1=true and

key2=true;
i05. If key1=true, A=A–{p}∪{p*} and B=B–{q};
i06. If key1=false, A=A∪{q} and B=B–{q};
i07. If B≠∅, go to i02;
i08. If B=∅ and key2=true, B=A and A=∅ and go to i01;
i09. If B=∅ and key2=false, Z=A and END.

‘key1’ is to register that two objects p and q have been replaced with one object
p*, ‘key2’ is to recognise that no merger has taken place and that the algorithm
should be ended.

The graphic illustration of the Chang’s algorithm for the set of seven objects (five cir-
cles and two triangles) is presented in the figure (Fig. 5). The training set T of objects was
presented in the figure (Fig. 5a). The algorithm starts from the complete reference set, i.e.
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Z = T (Fig. 5b), which is the same as shown in Figure 5a. The nearest neighbour rule,
operating on the reference set presented in Figure 5b, classifies correctly all objects from
the learning set (i.e. objects from Fig. 5a). Since objects A and B lie closest to each other
and they are from the same class, they are replaced with a new object H. The label of this
object is the same as that of the objects A and B. All objects (from Fig. 5a) are still correctly
classified, therefore, by replacing A and B with the prototype H, a new reduced set Z of
objects is obtained; it is presented in Figure 5c. Analogically, after replacing H and C with
object I, a status shown in Figure 5d is obtained. By merging F and G into object J, the next
reduced set Z is obtained; it is shown in Figure 5e. By replacing D and E with object K, the
status as presented in Figure 5f. is obtained. The reduced set Z presented in Figure 5f still
correctly classifies the initial set (Fig. 5a). In case of merging I and J, some objects will be
classified incorrectly. Thus, the process of merging and replacing objects is finished. Artifi-
cially created objects presented in Figure 5f will be used as a reference set for the nearest
neighbour rule.
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The modification proposed by the author of this work aims at accelerating computa-
tions by replacing many objects, rather than a pair of them, with one object. For any object,
all objects from the same class can be determined which are located at a shorter distance
from it than any object from the opposite class. Then, all these objects are replaced with
their gravity centre with the same label as that of the objects from which the gravity centre
was computed.

The operation of the proposed modification of the Chang’s algorithm with an example
analogical to the one presented in Figure 5 is shown in Figure 6. During the first stage,
a distance is found from a randomly selected point (in this case point A) to the nearest
prototype representing the opposite class (D) (Fig. 6b). This distance, marked as x1, enables
finding all prototypes located closer than prototype D, that is B and C. After merging these
points, a new point is obtained and marked as H (Fig. 6c). The new object is an average
vector from the points which it replaced. The next randomly selected point may be point F.
Again, the distance to the nearest object representing another class (E) is determined and
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marked as x2. Then, points from the same class are sought for within a sphere of the radius
x2 (Fig. 6c). In this stage, only F and G are merged; as a result, the object J is created.
Analogically, to the examples described above, a next point is selected at random again (this
time it is prototype D), (Fig. 6d). The distance to the nearest prototype from another class is
determined (prototype H) and marked as x3. Then, all objects lying closer and belonging to
the same class are found (only prototype E). The found prototype E is merged with D and
they are replaced with prototype J.
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In each case, after a new set was determined, its reliability was checked by classifica-
tion with 1-NN method and computation of the error rate with the leave-one-out method.
The detailed description of 1-NN classifier’s operation with a set reduced with the modified
Chang’s method is presented below.

MODIFIED CHANG’S ALGORITHM

T – the learning set containing m objects t;
Z – the current reduced set; P – the working set;
∅ – a null set; key1 and key2 – working variables of logic type;
i00. START, A=∅, B=T; A={a random object from B};
i01. key1=false; key2=false; B=B–A;
i02. Find p∈A and q∈B from other class than p object, so that the distance d(p,q) is

minimum;
i03. Determine a set P={t∈B: d(t,q)<d(p,q)} and its centre of gravity p* with the

same label as for p object;
i04. Determine a set Z=A∪B∪{p*}–P;
i05. If Z does not worsen the classification of T set, key1=true and key2=true;
i06. If key1=true, A=A∪{p*} and B=B–P;
i07. If key1=false, A=A∪P and B=B–P;
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i08. If B≠∅, go to i02;
i09. If B=∅ and key2=true, B=A and A=∅ and go to i01;
i10. If B=∅ and key2=false, Z=A and END.

‘key1’ is to register that two objects p and q have been replaced with one object
p*, ‘key2’ is to recognise that no merger has taken place and that the algorithm
should be ended.
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The Cascades algorithm for the reference set size reduction was implemented in C++
in Microsoft Visual Studio .NET 2003 environment. This allowed the author to test the
method in Windows environment with the use of a PC computer equipped with Intel Pen-
tium processor 4 HT 3GHz and 512MB of operating memory.

The computation tests were conducted with the use of sets from the repository of the
University of California in Irvine (Machine Learning Repository, University of California,
Irvine) [2]. These tests are commonly used in literature. These are the following (Tab. 1):

PHONEME – data set created as a result of an analysis of separate syllables pronun-
ciation (e.g. pa, ta, pan etc.); what was taken into account in this ana-
lysis was the type of a vowel pronunciation – nasal or oral;

SATIMAGE – this data set was generated basing on the analysis of satellite pictures
supported with other methods of observation (radar data, topographic
maps, data concerning agriculture). Classes determine a kind of soil or
a type of cultivation;

WAVEFORM – artificially generated data set, where each of the classes is created as
a result of a combining 2 out of 3 sinusoids; for each attribute in a class
a noise is generated.
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All tests were repeated 25 times; the presented results (time of the algorithm’s opera-
tion) were calculated as the average during each iteration. Computing the error with the
leave-one-out method was definitely most time-consuming. Therefore, the author decided
that the error should be computed every second iteration. This permitted to accelerate com-
putations significantly.

Size of separate classes in the set Name  
of the set 

Number  
of classes 

Number  
of features 

Number  
of samples 1 2 3 4 5 6 

PHONEME 2 5 5404 3818 1586 – – – – 

SATIMAGE 6 36 6435 1533 703 1358 626 707 1508 

WAVEFORM 3 21 5000 1657 1647 1696 – – – 
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The charts present the results of the cascades algorithm operation for the PHONEME
testing set. Apart from the original result obtained with the first stage of the cascade con-
densation algorithm (Fig. 7), four chosen examples are given which reflect the influence of
selecting the point of transition between the component classifiers of the cascades algorithm
(Figs. 8a, b, c, d).
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The analysis of results of the cascades algorithm operation on the PHONEME set
shows the reduction of the reference set size. This process always increased the level of
incorrect classifications; however, during the first few iterations after the transition, it could
be always noticed that the error remained constant or slightly increased but the reference set
size was considerably reduced.

In the first case (Fig. 8a), the first stage was finished after 124 iterations. The reference
set contained 125 elements at that moment and the classification error amounted to 16.68I.
The first three iterations of the second component algorithm reduced the reference set
to 93 elements (i.e. 32 elements less, almost by 25I); the level of incorrect decisions in-
creased to 16.81 at the same time (only 0.13I increase). In the second case (Fig. 8b), the first
stage was finished after 500 iterations. The reference set contained 501 elements at that mo-
ment and the classification error reached the level of 13.93I. The first three iterations of the
second component algorithm reduced the reference set to 374 elements (i.e. 126 less, almost
25I); the level of incorrect decisions increased to 14.71 at the same time (0.78I increase).
In the third case (Fig. 8c), the first algorithm finished operating after 1000 iterations. The
reference set contained 1001 elements at that moment and the classification error amounted
to 10.57I. The first four iterations of the second component algorithm reduced the reference
set to 619 elements (i.e. 382 elements less, over 38I); the level of incorrect decisions in-
creased to 11.61 at the same time (1.04I increase). In the last examined case (Fig. 8d), the
first algorithm finished operating after 1343 iterations. The reference set contained 1345 ele-
ments at that moment and the classification error amounted to 8.97I (it was equal to error of
classification with 1-NN method). The first six iterations of the second component algorithm
reduced the reference set to 1054 elements (i.e. 291 elements less, over 20I); the level of
incorrect decisions increased to 9.09I at the same time (0.12I increase).
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The charts present the results of the cascades algorithm operation for the SATIMAGE
testing set. Apart from the original result obtained with the first algorithm from the cascades
solution (Fig. 9), four chosen examples are given which reflect the influence of selecting the
point of transition between the component classifiers of the cascades algorithm (Figs. 10a,
b, c, d).

The analysis of the results obtained for the SATIMAGE set with the use of cascade
algorithm shows the reduction of the reference set size. This condensation always increased
the level of incorrect classifications; however, during the first few iterations after the transi-
tion, it could be always noticed that the error remained constant or slightly increased but the
reference set size was considerably reduced.

In the first case (Fig. 10a), the first stage was finished after 98 iterations. The reference
set contained 99 elements at that moment and the classification error amounted to 18.25I.
The first eight iterations of the second component algorithm reduced the reference set to
85 elements. It is little reduction, only 13 elements less, which amounts to 13I, but it was
accompanied with improvement of classification quality. The level of incorrect decisions
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dropped to 17.97 (0.28I decrease). In the second case (Fig. 10b), the first stage was fi-
nished after 237 iterations. The reference set contained 238 elements at that moment and
the classification error amounted to 14.59I. The first seven iterations of the second compo-
nent algorithm reduced the reference set to 215 elements (i.e. 23 elements less, almost
10I); the level of incorrect decisions increased to 14.89I at the same time (0.3I increase).
In the third case (Fig. 10c), the first stage was finished after 500 iterations. The reference set
contained 501 elements at that moment and the classification error amounted to 12.76I.
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The first seven iterations of the second component algorithm reduced the reference set
to 460 elements (i.e. 41 elements less, almost 10I); the level of incorrect decisions in-
creased to 13.50I (0.74I increase). In the last examined case (Fig. 10d), the first algorithm
finished operating after 998 iterations. The reference set contained 999 elements at that
moment and the classification error amounted to 11.15I. The first fourteen iterations of the
second component algorithm reduced the reference set to 888 elements (i.e. 111 elements
less, over 11I); the level of incorrect decisions increased to 11.80I (0.65I increase).
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The charts present the results of the cascade algorithm applied for the WAVEFORM
testing set. Apart from the original result obtained with the first stage (Fig. 11), four chosen
examples are given which reflect the influence of selecting the point of transition between
the component classifiers of the cascades algorithm (Figs. 12a, b, c, d).
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In the case presented in the first figure (Fig. 12a), the first algorithm stage was finished
operating after 90 iterations. The reference set contained 91 elements at that moment and
the classification error amounted to 15.64I. The first four iterations of the second compo-
nent algorithm reduced the reference set to 79 elements (i.e. 11 elements less, over 12I);
the classification error increased to 15.74 (0.1I increase). In the second case (Fig. 12b), the
first algorithm finished operating after 215 iterations. The reference set contained 216 ele-
ments at that time and the classification error amounted to 15.83I. The first three iterations
of the second component algorithm reduced the reference set to 211 elements (i.e. only
4 elements less); the number of incorrect decisions increased to 15.90I at the same time
(0.07I increase). In the third case (Fig. 12c), the first stage was finished after 442 itera-
tions. The reference set contained 443 elements at that moment and the classification error
amounted to 15.21I. The first ten iterations of the second component algorithm reduced
the reference set to 397 elements (i.e. as many as 46 elements less, over 10I); the number
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of incorrect decisions increased slightly to 15.23I at the same time (0.02I increase). In the
last examined case (Fig. 12d), the first algorithm finished operating after 590 iterations. The
reference set contained 591 elements at that moment and the classification error amounted
to 14.68I. The first ten iterations of the second component algorithm reduced the reference
set to 517 elements (i.e. 74 elements less, over 12I); the number of incorrect decisions
increased to 15.23I at the same time (0.55I increase).
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The presented results of experiments conducted with the use of three different testing
sets indicated that the initial iterations of the proposed cascades algorithm give a conside-
rable degree of condensation. This is accompanied by a slight increase in classification
error or even sometimes by its decrease compared to the error for 1-NN method operating
with the initial reference set. As it was already mentioned, the cascade algorithm combined
from the same component stages in reverse order would require too much computations.
The results of the conducted tests indicate that it is necessary to adjust experimentally the
moment of transition from the cutting hyperplanes algorithm to the modified Chang’s algo-
rithm in case the cascades algorithm is used in real problems.

"0 :0

$0 +0



���- �����	. �����/

������	
��

.�/ J*,2 =	�7#	� �K	E7#	���������������������������������������� ��!"�������������#�$���"  %���"����

"���$���"  %�����&����'"�������'�����(�)�����*++,	1	�"��� "L�	=��(����$�5��#	���-7

.�/ ����	�7G7#	����%�	E7�7#	-)����'������%����$"�&���� �"����#��"�"!"���7	�

8#

%���0MM2227 $�7�$ 7�+�MN�&�"��M�O9���� ����7%��&7



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


