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Abstract:
The paper presents an approach for controlling a line‐
following robot using artificial intelligence algorithms.
This study aims to evaluate and validate the design
and implementation of a competitive line‐following robot
based on multilayer neural networks for controlling the
torque on the wheels and regulating the movements.
The configuration of the line‐following robot consists of
a chassis with a set of infrared sensors that can detect
the line on the track and provide input data to the neural
network. The performance of the line‐following robot
on a running track with different configurations is then
evaluated. The results show that the line‐following robot
responded more efficiently with an artificial neural net‐
work control algorithm than with a PID control or fuzzy
control algorithm. At the sametime, the reaction and cor‐
rection time of the robot to errors on the track is earlier
by about 0.1 seconds. In conclusion, the capabilities of a
neural network allow the line‐following robot to adapt to
environmental conditions and overcome obstacles on the
track more effectively.

Keywords: Robotics, Line‐following robot, Artificial neu‐
ral networks

1. Introduction
Autonomous line‐following robots in the last

decades have been of increasing interest for their
involvement in various ϐields ranging from industry
to healthcare, education, logistics, transportation, and
robotic competitions [1,2]. Nowadays, robot develop‐
ment focuses on achieving high precision, speed, and
stability levels. Intelligentmobile robots combine con‐
trol engineering, electronics, computer science, soft‐
ware, and mechanics.

An autonomous line‐following robot recognizes
and follows a path traced by a black line on a ϐlat white
surface. The control system detects the line and regu‐
lates the robot to keep it on its path while constantly
correcting for deviations [3]. These robots are often
implemented in academic settings, such as teaching
techniques in robotics, control systems, or artiϐicial
intelligence [4]. The architecture shared by most line‐
following robots includes a chassis, line detection sys‐
tem, locomotion system, and control unit. Various sen‐
sors can detect these black lines describing the traced
route for this—these range from low‐cost detection
modules to expansive vision systems [5].

Numerous studies [6–8] have highlighted the use‐
fulness of infrared sensors for line detection systems.
These are located on the underside of the robot base
and emit a beam of infrared light, which allows us to
detect the amount of infrared light reϐlected from the
ground surface. Themain reason for choosing this sen‐
sor is its range for line detection from a minimum of
100cm to a maximum of 500cm. In addition, they con‐
sume low power and can be placed in small spaces [9].
However, several studies [10–12] have shown that the
use of cameras can be an alternative for line detec‐
tion by capturing images and describing the ground
environment while sending them to an image pro‐
cessing system to detect the line. However, in the last
decades, authors have experimented with new tech‐
niques such as color segmentation, edge detection,
or more advanced methods with convolutional neural
networks to identify and separate the background line
and allow more accurate tracking [13].

The robot control system allows monitoring and
taking action on the collected data or determining
what action the robot should take to stay on the
line, such as adjusting direction or speed. In [14], the
authors describe the implementation of a ϐield pro‐
grammable gate array known as FPGA in the control
system of the line‐following robot to develop the sen‐
sor data processing and control algorithm efϐiciently.
In addition, the FPGA can be easily reprogrammed
and adjusted to suit different scenarios or speciϐic
requirements of the line‐following robot.Most of these
FPGA implementations are task‐oriented for the entire
robotic system or are used for particular applica‐
tions [15].

Several authors have investigated algorithms
applied to the control of a line‐following robot.
Kader et al. have tried to explain the application of
a PID control algorithm to correct the current error
between the robot position and the traced line by
calculating a control signal that rectiϐies the robot
trajectory in real time [16]. On the other hand, Nikolov
et al. highlight the need to apply a histogram ϐiltering
of the Markov process effectively to the velocity and
length measurements, thus mitigating the current
position error [17]. In a different study, Wu et al.
highlight the implementation of a new fuzzy sliding
mode controller and backtracking algorithm for
trajectory tracking.
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This backtracking control technique eliminates
pose deviations of the robot based on its mathemat‐
ical model [18]. Recently, an intelligent technique for
robot speed control using a combination of fuzzy logic
and supervised machine learning has been proposed
using numerical simulations [19]. However, there is
little progress in the discussion of intelligent control
tools. Therefore, an investigation focused on using
artiϐicial intelligence algorithms for the control and
performance of a line‐following robot is relevant.

This study aims to evaluate and validate the design
and implementation of a line‐following robot based on
neural networks to control the torque on the wheels
and regulate the movements. The line‐following robot
is an autonomous guided vehicle (AVG) that follows a
trajectory determined by a black or white line. Using
a set of analog reϐlectance sensors incorporated in the
competition robot, it can detect the line on the track,
and based on the values acquired by the controller,
the neural network incorporated in the programming
will interpret these signals and set the best speed
parameters to follow the trajectory in a straight line or
the curves, in order to guarantee the best performance
of the robot on the track.

The article is organized into six sections: Section 1
Introduction, Section 2 Line‐following robot architec‐
ture, Section 3 Implementation of the neural control
network, Section 4 Tests, Section 5 Results, and Sec‐
tion 6 Conclusions.

2. Line‐following Robot Architecture
In this section, we describe the architecture of the

line‐following robot that consists of several essen‐
tial components which work together to achieve its
functionality. Figure 1 provides information on the
critical elements of the line‐following robot structure.
These elements are systematic and complement each
other; in this ϐigure, it can be seen that it consists of
seven blocks that can vary according to their applica‐
tion [20].

The ϐirst element focuses on the environment in
which it is immersed. Then, there is the second ele‐
ment that incorporates the physical components in
charge of capturing the signals of the variables. These
signals are then directed to the third element, which
consists of a control board in charge of interpreting
them and issuing corresponding actions.

Figure 1. Block diagram of the operation of the line‐
following robot

Figure 2. Robot chassis construction – PCB

It then moves on to the fourth element, repre‐
senting the point of control interaction in synchro‐
nization with the motors in the ϐifth element. The
sixth element covers the general power supply of the
robot. Finally, the seventh element encompasses the
mechanical structure that holds all the electrical and
mechanical components of the robot [21].
2.1. Embedded Line‐following Robot Platform

The following parts were used in the construction
of the robot: 2 wheels, 2 DCmotors, a base structure, a
control board consisting of a microcontroller, a motor
control circuit, a line follower module, a Bluetooth
connection module, and a power supply circuit. The
locomotion used for its construction is of differential
type. For this reason, it is essential to consider particu‐
larities such as the robot’s chassis, the sensors’ dimen‐
sioning concerning the chassis, and the dimensioning
of the motor‐res [22].

The chassis is the physical structure that sup‐
ports all the elements of the robot. For its design,
the implementation of a printed circuit board (PCB)
is considered, where the electrical schematic that
shows all the components and their connections with
each other is integrated. The schematic includes the
sensors, motor controller, microcontroller, communi‐
cation, and power supply. The structure’s design is
visualized in Figure 2, where the primary consider‐
ation of the chassis design is the need for a struc‐
ture that ensures a solid, functional base that can
accommodate all components, ensuring smooth and
precise movements along the route. It is essential to
consider the weight of the chassis to avoid excessive
energy consumption and ϐlexibility to improve robot
performance on different surfaces and maintain trac‐
tion [23].
2.2. Control Unit

Microcontrollers are very important in construct‐
ing the line‐following robot because they help moni‐
tor, control, and take action with the data obtained.
These devices integrate a single chip’s central process‐
ing unit, memory, and peripherals. The most common
controllers areArduino, Raspberry Pi, andPIC. Thanks
tomicrocontrollers, robots can perform various tasks,
from controlling basic movements to executing more
complex functions in changing environments [24].
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Figure 3.Microcontroller and robot platform

In this study, the Arduino Mega 2560 microcon‐
troller forms the basis of the line follower robot, which
receives the signals from each connected component
and consequently provides the desired output. It is the
brain of the entire system and is coded as required.
The microcontroller interprets the data received by
the sensors and generates control commands that
drive the robot’s motors. These commands allow
adjusting the speed and direction of the movement to
keep the robot following the line precisely; Figure 3
shows the connection of the elements connected to
themicrocontroller [25]. Figure 3 also shows the com‐
ponents of the robot: QTR‐8A analog reϐlectance sen‐
sor (A), the QTR‐1RC Reϐlectance Sensor (B), Arduino
Mega 2560 (C), Battery (D), and Wheels (E).
2.3. Lane Detection System

The lane detection systemof a line‐following robot
is critical to its correct operation. This system is based
on optical sensors, such as phototransistors or reϐlec‐
tion sensors, which can detect the difference between
reϐlectivity between the line and the background [26].
In this research, the QTR‐8A analog reϐlectance sensor
was implemented for the track detection system. This
electronic device has eight infrared sensors, i.e. a pho‐
totransistor LED mounted 9.5 mm from each other,
allowing a more extended range when detecting the
traced route. The selected sensor belongs to the type
of exteroceptive sensor that detects changes in the
robot’s external environment. It has an LED that emits
radiation in the infrared spectrum, which hits the
ground and causes a reϐlection, which is captured by
the phototransistor; the amount of reϐlection depends
on the color of the ground [27]. To determine the line’s
position and generate control commands, a structure
was fabricated, as shown in Figure 4. with the analog
reϐlectance sensor QTR‐8A (A), which allows the robot
to follow the line precisely and continuously.
2.4. Locomotion System

This section mentions the dimensioning of the
engines and their electronic control system. The
motors are responsible for the correct displacement
of the robot on the track, so it is essential to carry out
correct dimensioning, taking into account the motor
torque that the robot needs for each wheel.

Figure 4. Lane detection system bracket design

The behavior of the torque about the wheels is
directly proportional, i.e. a high torque is neededwhen
the radius of thewheels is large, thus reducing the rev‐
olutions of the wheel and, therefore, the speed of the
robot; on the other hand, if the motor torque is small
and the radius of the wheels is small, the revolutions
of the wheel would be faster. Consequently, the speed
of the robot would increase, which in our case, is ideal
for looking for a small torque [28]. Equation (1) can
be used to calculate the required motor torque; the
acceleration to be achieved is a matter of judgment.

𝑇 = 𝑀 ⋅ (𝑎 + 𝑔 ⋅ sin(𝜃)) ⋅ 𝑟 (1)
Where:
T: Torque of the motor.
M: total Mass of the robot.
a: Acceleration.
𝜃: Angle of the plane.
g: Gravity.
r: Radius of the wheels
The data we have are the mass of the robot and its

components, which is equal to 170 grams; this mass
was obtained by weighing the robot on a scale. In
addition to this, we are looking to manage an accel‐
eration around 2 m/s2, and the radius of the wheels
to be implemented 1 (cm). Finally, the angle of the
track is zero. From Equation (1), it is obtained that
the required torque is equivalent to 0.0042 Nm. To
control the motors that allow the movement of the
line follower robot in a more precise, more efϐicient
way in the direction and speed of the motors. Finally,
a controller was selected TB6612FNG because of its
dimensions and its applications in similar studies [29]
were chosen for this case study.

3. Neural Network for Line‐following Robot
The controller of the line‐following robot is a fun‐

damental part of its correct operation; for this reason,
a multilayer neural network is used to improve the
accuracy of decision‐making.

37



Journal of Automation, Mobile Robotics and Intelligent Systems VOLUME 18, N∘ 1 2024

Figure 5. Neural network architecture implemented

Figure 6. Position of the robot on the lane

The neural network predicts the position of the
robot on the route and provides a control signal
that allows the robot to control the movement of the
motors [30]. The structure of the implemented neural
network is visualized in Figure 5. This network was
constructed using multiple hidden layers. The input
layer consists of one neuron, a hidden layer of six
neurons, and an output layer of two neurons. Each
layer of the neural network receives a value of the
loss function in the current state, and the connection
weight of each neuron is adjusted accordingly.
3.1. Implementation of the Neural Network Controller

This section describes input data collection to the
neural network and the output data. Figure 6. shows
how the input data 𝑋 are obtained using the sensors
in each position where the robot can be on the line so
that the neural network can respond correctly to any
situation and make decisions to maintain the trajec‐
tory that describes the route. The data obtained from
the QTR‐8A analog reϐlectance sensors are fed to the
input layer of the multilayer neural network.

The output data 𝑦 corresponds to the PWM value
required in themotors, which depends on the position
of the robot on the line and tends to change constantly.

Some input data and output data are shown in (2).
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Figure 7. Activation functions

Table 1. Hyperparameters of the prediction model

Repetitions 2500
Number of hidden layers 6
Learning rate 0.002

The extraction of weights and biases are funda‐
mental components in the neural network. These
values allow the behavior to be adjusted and represent
more complex non‐linear functions.
3.2. Activation Function

The activation function makes the non‐linear rela‐
tionship between the input and the output more
effective. Different activation functions can be used
for the different neural network layers [31]; the most
commonly used options are shown in Figure 7. Rec‐
tiϐied Linear Unit (ReLU) neurons are used for the
hidden layers; in machine learning, ReLU and Linear
are the most popular activation functions, expressed
in Figure 7. In our study, the ReLU activation function
passes the information from the input layer to the
hidden layer, with the peculiarity that the negative
values are canceled, letting the positive values pass
without modifying or canceling them. The linear acti‐
vation function is used at the neural network’s output;
this has the characteristic of letting the values it has at
its input pass through without modifying them.
3.3. Model Evaluation

The learning of the neural network was accom‐
plished off‐line by scanning data in the work environ‐
ment by Keras library in Python. The full dataset was
used to train the proposed neural network, and the
performance of the network was determined for that
same dataset. The evaluation of the implemented pre‐
dictionmodelwas performed by changing the training
parameters and epochs in order to achieve satisfac‐
tory results. The hyperparameters used in this model
can be visualized in Table 1. The loss function is amea‐
sure that evaluates howwell the model makes predic‐
tions based on the predicted outputs and the actual
outputs. Our study used the mean absolute error loss
function andobtained a lowerror butwithmany inter‐
actions or epochs. The SDG (Stochastic Downward
Gradient) optimizer was used to reduce the error and
the number of interactions or epochs.
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Additionally, a mean absolute error regression
metric was used, which did notminimize the error but
served to evaluate the training results. The optimal
network structure is created by comparing the loss
function values over the generated samples.

4. Test
Once the assembly of the robot has been com‐

pleted and it is working correctly, the software and
hardware part of the robot is tested. Once the assem‐
bly of the robot has been completed and the software
and hardware are working correctly, the necessary
tests are carried out to evaluate its operation, for
which the track used in the SUCREBOT 2022 robotics
competition, which can be seen in Figure 8, is taken as
a reference.

This item also explains the modiϐications and
improvements made to solve errors when the line fol‐
lower robot was on track. This is the result of different
participation in robotics competitions.

The ϐirst tests carried out on the robot were the
use of a printed circuit board of drilling technology,
with a thickness of 1 mm, which increased the weight
of the robot. At this stage, the ϐinal prototype was also
modiϐied using surfacemount technologywith a thick‐
ness of 0.8 mm. The following tests were carried out
about the adherence of the line‐following robot on the
track. Therefore, the width of the wheels was changed
from 2 cm and 3.7 cm, respectively. Finally, another
essential point to observe the correct operation of
the robot on the track was to consider the distance
the sensors should have concerning the chassis, for

Figure 8. Line‐following robot lane dimensions

Figure 9. Final prototype of the line‐following robot

which tests were carried out with different distances
of the sensors ranging from6.8 cm to 10.5 cm. Figure 9
shows the ϐinal prototype of the line‐following robot.

5. Results and Discussions
5.1. Model Training

During the neural network training, the best per‐
formance achieved was at epoch 2500 with an abso‐
lute mean square error of 2.2355. The training perfor‐
mance plot is shown in Figure 10.

The optimized weight and bias matrixes obtained
during the training process are shown in (3).

wHI =

⎡
⎢
⎢
⎢
⎢
⎣

−2, 321
0, 384

−0.105
−2.151
−7.617
−0.431

⎤
⎥
⎥
⎥
⎥
⎦

(3a)

wOH = ቈ7, 128 9, 884 0, 032 2, 260
7, 780 9, 164 −0, 714 3, 822

−5, 152 2, 493
−5, 363 1, 372 (3b)

𝑏𝐻 = [10, 327 13, 463 −0, 171 3, 898
−0, 084 2, 701] (3c)

𝑏𝑂 = [2, 756 2, 757] (3d)

where 𝑤𝐻𝐼 is the weight vector for the weights from
the input to the hidden layer,𝑤𝑂𝐻 is the weight vector
for the weights from the hidden layer to the output
layer, 𝑏𝐻 is the bias vector from the input to the hidden
layer, and 𝑏𝑂 is the vector from input bias to pa output
layer.

In the graph of Figure 11, it is evident that the real
output is close to the estimated one, which is enough
to consider that the model works. After training and
testing the neural network, the obtained weights and
bias parameters are implemented for torque and
motion control in the Arduino IDE in C++.

Figure 10. Training performance plot
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Figure 11. Actual and estimated output

Table 2. Results of prototypes with different assembly
elements

Prototype Weight of
the robot

Time on lane

Prototype with
elements
Trough-Hole
and PCB of 1
mm

178 grams 7.08 seconds

Prototype with
elements SMD
and PCB 0.8
mm

170 grams 6. 38 seconds

Table 3. Time results with different tire dimensions

Rim type Time on lane
2 cmwide rim 6.38 seconds
3.7 cmwide rim 6.11 seconds

5.2. Robot Prototype Setup

Four tests were performed during each conϐigura‐
tion of the prototype robot, and the averagemeasured
value was taken. From the data in Table 2, the line‐
following robot showedhigh speed andmaneuverabil‐
ity on the lane by using surface mount technology in
the chassis due to its low weight.

Table 3 shows that the line‐following robot has
excellent track stability when the tire width increases.
This makes it a suitable option when there are irregu‐
larities in the lane.

The difference between the distances of the sen‐
sors from the chassis is highlighted in Table 4. By
equipping the sensors at a distance of 6.8 cm, the
line‐following robot showed accurate abilities in scan‐
ning the track while avoiding signiϐicant deviations or
irregularities.

Table 5 shows the results obtained between the
two controllers byperforming four track testswith the
best functioning prototype in the modiϐications.

Table 4. Time results with different optical sensor
distances from the chassis

Distance of the optical
sensors from the chassis

Time on lane

6.8 cm 5. 75 seconds
8.8 cm 5. 9 seconds
10.5 cm 6.4 seconds

Table 5. Timing results with PID controller and neural
network

Test
number

Time on lane

PID controller Neural network
1 6.10 seconds 5.75 seconds
2 6.15 seconds 5.70 seconds
3 6.05 seconds 5.61 seconds
4 6.07 seconds 5.58 seconds

This study indicates that the line‐following robot
had a more effective response with an artiϐicial neural
network control algorithm because of its ability to
learn complex patterns and adapt in different environ‐
ments compared to the PID control algorithm,which is
simple and effective in predictable systems, but does
not work well in non‐linear situations. On the other
hand, the fuzzy control algorithm tends to be com‐
plicated by conϐiguration and tuning and needs to be
more robust in predictable environments. The second
important ϐinding was that, with the implementation
of this control algorithm, the reaction time and correc‐
tion of the robot to errors on the track is faster.

The present ϐindings also support the studies of
Farkh et al. [22], who conclude that neural networks
are well suited for mobile robots because they can
operatewith imprecise information, i.e. different envi‐
ronments. When processing signals from sensors,
the neural network‐based control algorithm responds
faster to take action.

The results of the present study also suggests the
use of artiϐicial neural networks to improve perfor‐
mance, both in accuracy and ability to adapt to var‐
ious situations. The learning capability of the neural
network enabled the robot to face real‐time challenges
and effectively follow complicated routes.

Results of Kader and other authors in their
research [16] propose a PID control algorithm that
also allows a smooth and stable response of the robot
as it follows the line, but with a later correction time
compared to the results obtained with a neural net‐
work, considering that this time is indispensable in
robotic competitions.

On carrying out tests on the line‐following robot
between the PID controller and the neural network, it
was established that the times taken by the robot to
travel along the track are almost the same for the two
controllers; the variation between the two is in mil‐
liseconds. However, the PID controller presents spe‐
ciϐic errors when the robot travels along the track in
a straight line; at that moment, it shows very constant
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zigzaggingmovements. In the sameway, in the curves,
the robot makes abrupt movements, unlike the neural
networks that make them smoother, which causes the
movements on the track to take less time.

6. Conclusion
As part of the mechanical design, it was found

that the chassis of the line follower robot plays a
vital role since this is where all the electronic and
mechanical elements are located. This part was car‐
riedout considering the smallest possible sizebecause
in the different robotics competitions, there are lim‐
itations regarding this parameter, and it is sought
that the robot can pass the homologation without
any problem. Considering the size and design of the
line follower robot in this study, the ideal weight is
170 grams, which guarantees the robot’s good perfor‐
mance and stability on the track. In addition, it allowed
for greater agility and responsiveness when changing
direction on obstacles.

The infrared sensors that make up the line‐
following robot, both lateral and frontal, are funda‐
mental, as they will be responsible for keeping the
robot on track. For this reason, the distance of the
sensors concerning the robot chassis will depend on
the radius of the curves on the different tracks; in
our study, the ideal distance is 6.8 cm, representing
a more precise and faster performance in detecting
the route. If an incorrect location of these sensors,
no matter how well the mechanical, electronic, and
programming parts are working, the robot will not be
able to fulϐill its function properly.

The neural network was implemented as a multi‐
layer perceptron model with linear regression, which
proved that it could work successfully on a line‐
following robot, taking into account that it is not nec‐
essary to addmore than one hidden layer in the neural
network, depending on the complexity of the problem
and the amount of training data available. The hidden
layer used the ReLU activation function to introduce
non‐linearities into the network and allowed the cap‐
tureof complex relationshipsbetween the sensors and
the output.
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