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Digital twin-based alternate ego 
modeling and simulation: Eva 
Herzigová as a 3D MetaHuman avatar

A B S T R A C T
Due to Dimension Studios and Unsigned Group, by likeness and movement digitization, 
the human supermodel Eva Herzigová’s highly realistic metahuman and 3D digital twin 
lead to perpetual career extension (e.g., on virtual runway shows by catwalk replication 
or in advertising campaigns by particular pose adoption), including in virtual worlds 
such as metaverse spaces, by use of extended reality technologies, in terms of virtual 
clothing, digital hair, skin texture, facial and body expressions, and makeup styling as 
avatar appearance and persona. In this paper, we show how, by likeness capturing 
(e.g., signature walk by motion capture shoot for face and body movement tracking) 
and virtual clothing, Eva Herzigová’s hyperreal 3D avatar (lifelike 3D digital human 
clone or realistic virtual human) is configured with subsequent restyled hair and 
make-up, 3D clothing modeling, and extended reality fashion shows on virtual catwalks 
or campaign shoots. We clarify that photographic reference materials and a sensor-
based motion capture suit assisted Metahuman Creator in capturing facial and motion 
data for Eva Herzigová’s digital avatar, configuring realistic depiction and virtual 
activations of beauty standards, in addition to digital likeness, signature style, talent 
representation, and narrations, typifying digital human creation and presence in virtual 
worlds (e.g., for metaverse-based shoots). We conclude that Eva Herzigová’s 
hyperrealistic 3D digital human twin and MetaHuman avatar operate as a styled virtual 
alter ego and versatile personal brand extension by motion capture technologies for 
immersive virtual fashion shows, live video streams and broadcast, and digital wearable 
modeling.
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Introduction

3D image generation and motion segmentation 
algorithms, image-based 3D reconstruction and data 
acquisition technologies, and physio- and neuro-
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behavioral sensors can be deployed in 3D facial 
expression synthesis, perceptual and cognitive per-
formance, expressive body language and movements, 
emotional and personality features, and interactive 
social behaviors. Sensor network clustering and data 
augmentation algorithms, 3D clothing simulation 
and virtual try-on technologies, and Internet of 
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Things (IoT)-based machine vision and image sensor 
devices can be leveraged in multi-sensory object 
localization, recognition, and representation, realistic 
3D avatar facial appearance animation, and photo-
realistic synthetic image and scene-aware 3D human 
avatar pose generation. Mediated virtual self-expres-
sion and representation, avatar-mediated self-disclo-
sures and social identification, and facial movement 
detection and recognition develop on multi-modal 
image-based 3D object detection and scene percep-
tion algorithms, IoT-connected wearable and spatial 
computing devices, and human-like tactile sensing 
and perception technologies.

Due to Dimension Studios and Unsigned Group, 
by likeness and movement digitization, the human 
supermodel Eva Herzigová’s highly realistic metahu-
man and 3D digital twin lead to perpetual career 
extension (e.g., on virtual runway shows by catwalk 
replication or in advertising campaigns by particular 
pose adoption), including in virtual worlds such as 
metaverse spaces, by use of extended reality technolo-
gies, in terms of virtual clothing, digital hair, skin 
texture, facial and body expressions, and makeup 
styling as avatar appearance and persona.

Real-time model volumetric scanning, aug-
mented reality try-on technologies and filters, and 3D 
real-time design can be harnessed in performance 
capturing and hologram streaming for alternate egos 
and personal brand extension as digital personalities 
and virtual counterparts by accurate lifelike features 
and authentic expression, without body and face-
enhancing alterations (e.g., skin smoothing, eye wid-
ening, lip plumping, or lash darkening).

1. Literature review

3D spatial computing and metaverse technolo-
gies, facial shape and appearance modeling, and spa-
tial mapping algorithms (Al-Emran & Deveci, 2024; 
Grupac & Lăzăroiu, 2022) enhance lifestyle behavior 
actions and habits of 3D photorealistic avatars across 
engaging extended reality environments. 3D garment 
simulation technologies improve multi-dimensional 
metaverse experiences, behaviors, and preferences 
throughout avatar motion and virtual scene control, 
image-based 3D scene representation, and 3D clothed 
avatar and facial appearance reconstruction.

Animatable 3D virtual human avatar tools (Bugaj 
et al., 2023; Zhang et al., 2023a) shape 3D-aware vir-
tual clothed human generation, reconstruction, and 

animation, image-based autonomous virtual 3D 
object recognition, segmentation, classification, and 
modeling, and generative 3D-aware human face and 
image synthesis. 3D-aware human facial appearance 
and expression analysis, 3D scene representation 
technologies, and animatable neural human avatar 
generative modeling optimize controllable 3D-aware 
human avatar generation and image synthesis, recon-
struction, and animation, single image-3D pose 
mapping and estimation, and 3D human representa-
tion decomposition. Animatable 3D-aware clothed 
human generation and modeling enhance photo-
realistic human image, pose, and shape synthesis, 
virtual body appearance variations, and 3D neural 
object and scene representation. 

Deep learning visual and speech recognition 
algorithms (Zhang et al., 2023b; Zvarikova et al., 
2023) configure contextual deep convolutional  
neural network-based facial feature and body shape 
virtualization, single image-based 3D human clothed 
avatar reconstruction and pose estimation, and 3D 
human body texture, shape, and pose estimation, 
tracking, and prediction. Visual image and geospatial 
mapping algorithms articulate skin texture  
reconstruction, simulation data reconstructed 
appearance, and 3D garment texture visualization. 
Perceptual image algorithms and 3D avatar motion 
capture technologies assist in 3D human pose and 
physics-based appearance estimation, garment and 
hairstyle simulation, and human body avatar mode-
ling.

Computer graphics and affective haptics tech-
nologies, multimodal visual interaction and voice 
recognition tools, and computer animation and 
speech synthesis techniques (Cui & Liu, 2023; Val-
askova et al., 2022) assist in motion capture anima-
tion, personalized voice expression and visual appeal, 
and realistic texturing and lighting. Natural speech 
recognition and voice generation technologies enable 
digital human image construction in terms of hyper-
realistic anthropomorphic appearance, facial expres-
sion and emotion recognition, and real-time 
interactive feedback capabilities. Image and voice 
recognition technologies, synthetic data augmenta-
tion, and social simulation emotion modeling further 
realistic facial image reconstruction, physiological 
and behavior data sharing and interoperability, and 
object visual and body shape appearance. Hyper-
realistic immersive experiences can be attained by use 
of motion pose capture and automatic speech recog-
nition technologies, image-based temporally coher-
ent visual and spatial semantic representation, and 
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visual perception and semantic object recognition 
algorithms.

Physics-based clothing animation and simula-
tion, full-body motion capture analysis, and animat-
able full-body appearance modeling (Kliestik  
& Lăzăroiu, 2023; Xiang et al., 2022) configure pose-
driven full-body avatars, neural rendering-based 
physically-simulated garments and photorealistic 
clothing, and full-body avatar representation and 
movement predictions. Photorealistic neural clothing 
appearance modeling and 3D human body pose and 
shape reconstruction and estimation articulate emo-
tionally expressive animatable photorealistic full-
body avatars, elaborate body‒clothing interactions, 
and virtual garment resizing. 3D human avatar and 
realistic clothing modeling and physically-realistic 
clothing simulation assist in photorealistic avatar gar-
ments and clothing appearance, avatar self-expres-
sion, and photorealistic synthetic human 
representation and clothing animation.

2. Methodology 

Realistic avatar and remote sensing technologies, 
deep learning-based visual reasoning and sentiment 
analysis, and behavioral pattern and sensor data con-
text-aware interpretation enable 3D face reconstruc-
tion and modeling, deep learning-based semantic 
segmentation, and body shape and emotional avatar 
perception across 3D virtual simulation environ-
ments. Speech visualization and tactile sensor tech-
nologies articulate 3D garment and visual object 
appearance modeling, complex adaptive IoT network 
dynamical behavior simulation, and multisensor data 
fusion and integration. Visual recognition and multi-
layer perceptron algorithms assist in head, hand, 
eyebrow, eye, and lip movement tracking and syn-
chronized capture, visual motion awareness, and 3D 
spatial object modeling across visually-consistent 
photo-realistic virtual environments.

Computer vision and graphics techniques, social 
interaction and environment data, and sensing and 
perception systems further dynamic deep generative 
and neural scene modeling, visual data processing, 
and semantic scene understanding. Semantic reason-
ing and multi-view imaging techniques, lifestyle 
behavior and body shape modeling, and deep fusion 
convolutional neural networks shape animatable 3D 
clothed human and 4D dynamic scene reconstruc-
tion across 3D spatial data analytics and infrastruc-

tures. Semantic ontology and multimodal sensing 
technologies, visual language navigation and semiot-
ics, and human digital twin body and behavior mod-
eling optimize image visual coherence, mood and 
emotion recognition, and body shapes and sizes. 
Space mapping and visual perception algorithms, 
visual object appearance modeling, and 3D facial 
expression and motion tracking enhance physical 
condition detection and monitoring and remote 
sensing image scene classification, processing, and 
fusion by use of synthetic motion and perception 
data. 3D human body and image appearance mode-
ling improves remote sensing image classification, 
physical world attributes and states, and multiscale 
knowledge mining.

Photographic reference materials and a sensor-
based motion capture suit assisted Metahuman Crea-
tor in capturing facial and motion data for Eva 
Herzigová’s digital avatar, configuring realistic depic-
tion and virtual activations of beauty standards, in 
addition to digital likeness, signature style, talent 
representation, and narrations, typifying digital 
human creation and presence in virtual worlds (e.g., 
for metaverse-based shoots). Our analysis covers 
reality capture, mocap shoot, Z Brush, clothing simu-
lation, hair creation, make up, skin and clothing tex-
ture, unreal animation, environment build, and 
lighting pass.

3. Results

3D cloth modeling and simulation (Valaskova et 
al., 2022; Xiang et al., 2022) enable multi-view cloth-
ing capture, photorealistic texture-based clothed 
body shape estimation, and physically-simulated 3D 
contextual detail-aware interactive virtual clothing 
animation by use of reality capture technologies. 3D 
virtual fabric simulation, silhouette image analysis, 
and structure-preserving 3D and context-aware vir-
tual garment modeling further physically-inspired 
clothing appearance, photorealistic clothing texture, 
and 3D human skeleton motion prediction, recogni-
tion, capture, generation, analysis, tracking, segmen-
tation, and representation with regard to 
photorealistic animatable clothed avatars. Photoreal-
istic clothing and body motion animation, personal-
ized photorealistic avatar generation and 
representation, and photorealistic texture and cloth-
ing appearance generation can be attained by genera-
tive artificial intelligence (AI) synthetic and kinematic 
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body pose data, dynamic gesture, multi-modal emo-
tion, and skeleton-based action recognition algo-
rithms, and 3D garment and photorealistic 
appearance modeling.

Neural 3D clothed-human body reconstruction, 
3D realistic skin and hair modeling, and autonomous 
simulated virtual agent intentionality (Bugaj et al., 

2023; Wang et al., 2024) can be achieved by 3D 
motion data processing and analysis, sensor-based 
3D semantic mapping, and syntactic navigation and 
facial expression data with regard to digital human 
appearance and photo-realistic 3D clothed virtual 
humans. Cognitive mapping algorithms, real-time 
subtle facial expression capture, and 3D human shape 

 

 
Fig. 1. Reality capture 
Source: © Dimension Studio and Unsigned Group. 
 

 
Fig. 2. Mocap shoot 
 Source: © Dimension Studio and Unsigned Group. 
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Source: © Dimension Studio and Unsigned Group. 
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 Source: © Dimension Studio and Unsigned Group. 
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representation and modeling shape photo-realistic 
3D human and synthetic clothing reconstruction in 
3D immersive visualization environments. Digital 
twin mapping and immersive technologies, synthetic 
human data, and 3D motion capture systems opti-
mize 3D facial expression and skin texture modeling 
and 3D machine learning-based simulation in 
immersive virtual reality simulation environments 
(Figure 1).

Visual sensor and motion detection data, 3D 
digital twin visualization technologies, and activity-
tracking algorithms (Grupac & Lăzăroiu, 2022; Jiang 
et al., 2024) improve intelligent wearable garment, 
deep learning 3D limb movement and vision sensor-
based human tracking, and human pose estimation 
with regard to mocap shoots. Image sensor and ges-
ture recognition technologies, deep learning sensor 
fusion and neuromorphic computing algorithms, and 
intelligent 3D garment and emotion recognition sys-
tems can be harnessed in 3D skeletal rendering, deep 
learning network-based facial expression recogni-
tion, and 3D hand and leg tracking. Visual imaging 
technologies, garment sensor networks, physiological 
and motion data, and wearable textile sensors can be 
deployed in wearable sensor clothing, 3D sensor data 
mapping and virtual scene generation, spatial move-
ment patterns, human body movement reconstruc-
tion, and facial feature detection. Machine learning 
and computer vision algorithms and space syntax 
simulation (Chen et al., 2021; Valaskova et al., 2022) 
enable convolutional neural network-based facial 
expression, hand gesture, and body shape, and action 
recognition modeling, photorealistic deep neural 
network and sensory data-based 3D digital human 
reconstruction, and image-based 3D object recon-
struction and scene representation. 3D visualization 
and full body motion capture systems and 3D genera-
tive AI simulation technologies further generative AI 
digital twin-based virtual reality simulation and 
socio-spatial modeling by sensor-based physiological 
data and unstructured image collection, image repre-
sentation reconstruction, and 3D semantic occupancy 
and navigational pattern predictions in relation to 
mocap shoots. Networked social-emotional interac-
tivity, sensor-based situational awareness, deep 
learning-based 3D human representation, complex 
immersive spatial and social dynamics simulation, 
and photorealistic image generation and texture ren-
dering can be attained by virtual 3D and computer-
based visual simulation technologies (Figure 2).

Human–machine interaction and sensor net-
work technologies (Fjørtoft Ystgaard et al., 2023; 

Zvarikova et al., 2023) can be leveraged in immersive 
augmented reality visualization, social emotion, 
behavior, intention, and attitude mapping, and con-
textual environment understanding in relation to 
human digital twins across human-centric IoT net-
work infrastructures by use of Z Brush. Embodied 
interaction modalities, interconnected quantified 
selves, design process participatory involvement, col-
laborative task performance assessment, algorithmic 
social behavior, and meaningful human-like features 
develop on sensors and actuators, algorithmic mode-
ling and semantic mapping techniques, shared 
knowledge and action mechanisms, and face recogni-
tion and wireless sensor network technologies with 
regard to artificial social peers across pervasive IoT 
environments. Immersive extended reality technolo-
gies, photorealistic avatar modeling, and perceptual 
image processing and spatial cognition algorithms 
(Alldieck et al., 2022; Grupac & Lăzăroiu, 2022) 
enhance deep neural network-based photorealistic 
3D human visualization and reconstruction by 
object–scene semantics, immersive virtual apparel 
try-on, 3D virtual clothing, and realistic 3D avatar 
animation. Photorealistic digital human modeling 
and immersive 3D human body shape and pose 
reconstruction improve emotionally expressive 
dressed 3D avatars in terms of predicted appearance 
and skin tone perceptual quality, virtual garment 
rendering, and visual motion perception by use of Z 
Brush. Deep learning-based semantic segmentation, 
3D scene capturing and object reasoning techniques, 
3D facial appearance modeling, and multiscale shape 
representation and analysis can be harnessed in 3D 
scene and clothed human reconstruction and human-
like avatar representation (Figure 3).

Physical appearance, facial expression, body 
shape and movements, voice recognition, and social 
personality, together with emotional and physiologi-
cal state, body movement, and natural speech replica-
tion, with regard to multiple fusion technology-based 
virtual human individuals (Cui & Liu, 2023; Kliestik 
et al., 2022), integrate 3D deep learning data-driven 
reconstruction and scanning techniques. Human 
appearance and communication, emotion recogni-
tion and expression, facial and body movement, and 
interaction behavior simulation require emotion 
capture and recognition technologies, convolutional 
neural network and visual perception algorithms, 
sensor-based gesture capture and eye-tracking 
devices, emotional speech synthesis systems, and 
environmental behavior monitoring sensors. Natural 
language processing and speech synthesis necessitate 
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deep learning-based face image mapping and digital 
human appearance and emotional expression simula-
tion for 3D modeling technology-based digital 
humans. Computerized facial animation and motion 
control technologies, deep and machine learning 
algorithms, and image-based 3D reconstructed scene 
segmentation are pivotal in multimodal human inter-
action behavior simulation and modeling in immer-
sive augmented reality and anthropomorphic 
simulation environments. Convolutional neural net-
work deep learning 3D pose estimation and body 
shape visualization technologies (Correia & Brito, 

 
Fig. 3. Z Brush 
 Source: © Dimension Studio and Unsigned Group. 
 

 
Fig. 4. Clothing simulation 
Source: © Dimension Studio and Unsigned Group. 
 
 2023; Zvarikova et al., 2023) can be deployed in com-

puter vision-based 3D human body reconstruction, 
3D human silhouette and skeleton modeling, and 
realistic 3D body and object representation. 3D 
human body reconstruction technologies, deep 
learning prediction and 3D location sensing algo-
rithms, and spatial location mapping can be leveraged 
in image-based 3D clothed human body shape recon-
struction, multi-person 3D motion prediction and 
pose estimation, and multi-view convolutional neural 
network-based distributed sensing, image data clas-
sification, and 3D object retrieval and shape recogni-
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tion. Deep learning-based expressive face and 
clothing texture recognition, 3D deep neural net-
work-based facial expression modeling, and 3D 
human body shape and pose appearance, estimation, 
tracking, and prediction develop on digital human 
modeling algorithms, silhouette image recognition 
and analysis, and 3D body segmentation. Convolu-
tional neural network-based spatial scene recogni-
tion, multi-view 3D scene and object reconstruction, 
and 3D garment mapping integrate photorealistic 
image stylization and multi-object 3D reconstruction 
algorithms. Virtual anthropomorphic avatars require 
multi-view 3D human body shape and pose recon-
struction, facial expression control, and synthetic 
human data (Figure 4).

Extended reality and metaverse technologies, 
digital twin-based mobile edge computing and visual 
attention networks, and deep reinforcement learning 
algorithms (Yu et al., 2024; Zvarikova et al., 2023) can 
be harnessed in deep learning-based 3D face and 
photorealistic skin appearance reconstruction by use 
of perceived humanness and environmental data in 
relation to digital hair creation. 3D virtual try-on and 
garment simulation technologies, visual motion per-
ception systems, and semantic human body tracking 
can be deployed in 3D human pose estimation and 
neural cloth simulation, machine learning-dynamic 
scene 3D reconstruction, and 3D body motion cap-
ture and realistic garment generation, optimizing 
immersive interactive experiences. Avatar skin tone, 
3D garment and physics-based clothing animation, 
garment texture image segmentation and design clas-
sification, and virtual avatar appearance (Kliestik et 
al., 2022; Sarakatsanos et al., 2024) necessitate 3D 
avatar garment and fashion design simulation, cloth 
and body simulation techniques, and virtual try-on 
clothing systems with regard to digital hair creation. 
Motion tracking algorithms are pivotal in 3D virtual 
clothing and digital garment design visualization, 
anthropomorphic avatar facial expression recogni-
tion, avatar perception processes, and avatar motion 
capture and control in immersive extended reality 
environments. Physics-based 3D cloth and garment 
behavior simulation and image-based 3D object 
modeling are instrumental in 3D digital garment 
design, immersive virtual avatar garment fitting, 
anthropomorphic avatar body movements and ges-
tures, and avatar emotion detection and recognition 
(Figure 5).

3D virtual garment simulation technologies, 3D 
garment modeling and body motion prediction algo-
rithms and photorealistic appearance and physics-

based dynamic modeling (Bertiche et al., 2022; 
Kliestik et al., 2022) can be leveraged in 3D garment 
animation generation and physics-based differentia-
ble rendering with regard to digital make-up. 3D 
human body pose detection, estimation, recognition, 
and tracking develop on physics-based appearance 
and context-aware garment modeling, 3D neural gar-
ment animation simulation technologies, and deep 
learning-based neural cloth simulation. 3D virtual 
clothing simulation and garment appearance inte-
grates 3D cloth animation and body motion augmen-
tation techniques, 3D avatar modeling, and deep 3D 
human pose estimation and object detection net-
works. 3D immersive realistic sensory experiences 
(Bugaj et al., 2023; Cui & Liu, 2023) can be achieved 
by use of virtual human and image perception tech-
nologies, 3D object motion prediction, estimation, 
perception, detection, trajectory, and tracking, and 
deep neural network and machine intelligence algo-
rithms. 3D modeling and computer virtual simula-
tion technologies, visual perception and semantic 
data augmentation algorithms, and photorealistic 3D 
object and scene generation shape facial emotional 
expression of realistic-like virtual humans by auto-
mated meaning extraction and 3D image reconstruc-
tion in relation to digital make-up. Virtual human 
and brain-computer interface technologies, deep 
learning-based cognitive simulation and image seg-
mentation algorithms, and robotic simulation and 
cognitive sharing systems optimize avatar-mediated 
communication in terms of personality attribution 
and social identification for facial expression and 
body movements (Figure 6).

3D personalized body shape and face appearance 
customization, 3D clothed human avatar and skin 
surface reconstruction, and 3D facial pose estima-
tion, variation, and tracking (Ding et al., 2024; Klies-
tik & Lăzăroiu, 2023) require deep neural 
network-based facial animation, body shape, skin 
and hair color, and human pose modeling, facial tex-
ture recognition and analysis algorithms, and compu-
tational visual attention and multimodal generative 
AI systems with regard to skin and clothing texture. 
Facial and body texture recognition for personalized 
3D human avatars necessitate generative adversarial 
network-based animatable 3D-aware, multi-view 
frontal, and controllable face image production, deep 
learning-based gaze and expression estimation algo-
rithms, and image-based 3D facial shape reconstruc-
tion. Face angle detection and image data analysis 
algorithms, image acquisition technologies, and 3D 
facial expression modeling are pivotal in photo-real-
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istic facial texture generation, analysis, reconstruc-
tion, and transfer. 3D head and facial shape prediction, 
3D face and body shape modeling, facial texture and 
expression reconstruction, and computational visual 
and perceptual algorithms are instrumental in skin 
texture appearance and facial appearance and texture. 
Human behavior-recognition and visual perception 
algorithms (Bugaj et al., 2023; Lee & Joo, 2023) enable 
human-object interaction detection and recognition, 
neural radiance field scene and object-centric 3D 
representation, and photorealistic synthetic image 

generation and 3D scene reconstruction in relation to 
skin and clothing texture. 3D path planning and visual 
motion algorithms assist in human motion capture 
data segmentation, processing, and analysis, image-
based 3D object and scene generation, representation, 
reconstruction, and modeling, and 3D virtual body 
formation, size, image, and shape perception (Figure 
7).

Neural radiance field- and physics-informed 
deep learning-based skeletal motion recognition, 
capture, and prediction, computer vision-based 3D 

 
Fig. 5. Hair creation 
Source: © Dimension Studio and Unsigned Group. 
 
 

 
Fig. 6. Make up 
Source: © Dimension Studio and Unsigned Group. 
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semantic scene segmentation, modeling, and map-
ping, and facial animation and clothed human recon-
struction algorithms (Liao et al., 2023; Valaskova et 
al., 2022) enable virtual body appearance throughout 
animatable human avatar modeling and reconstruc-
tion by use of Unreal animation sequences. 3D facial 
and image appearance modeling and controllable 
topology-consistent multi-view imagery further vir-
tual facial expression recognition, photorealistic 
clothed virtual human images, and computer vision-
based 3D object detection, localization, detection, 
positioning, and tracking. Avatar immersive experi-
ences can be attained by use of deep learning-based 

3D skeleton motion prediction, recognition, capture, 
retargeting, tracking, and segmentation, clothed 3D 
human shape reconstruction and avatar modeling, 
and single image-based 3D clothed avatar creation 
and reconstruction. Neural 3D object detection, rep-
resentation, segmentation, reconstruction, modeling, 
and tracking, deep learning-based 3D object detec-
tion and semantic segmentation virtual multi-view 
fusion, and 3D human body shape prediction and 
modeling (Kliestik & Lăzăroiu, 2023; Liao & Was-
lander, 2024) require 3D face recognition and multi-
ple object tracking algorithms. Deep learning 
semantic scene understanding, skeleton motion pre-

 
Fig. 7. Skin and clothing texture 
 Source: © Dimension Studio and Unsigned Group. 
 
 

 
Fig. 8. Unreal animation 
Source: © Dimension Studio and Unsigned Group. 
 
 
 

 
Fig. 7. Skin and clothing texture 
 Source: © Dimension Studio and Unsigned Group. 
 
 

 
Fig. 8. Unreal animation 
Source: © Dimension Studio and Unsigned Group. 
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diction, recognition, localization, capture, retarget-
ing, segmentation, representation, and tracking, and 
3D object and scene representation necessitate 3D 
human pose estimation and image semantic segmen-
tation algorithms, together with Unreal animation 
sequences. 3D visual computing and holographic tel-
epresence technologies are pivotal in multi-view 
fusion neural network and object detection, 3D scene 
decomposition and segmentation, neural 3D scene 
and object shape reconstruction, deep learning 3D 
object shape prediction, 3D image decomposition, 
and neural object representation (Figure 8).

Semantic image modeling techniques, 3D-aware 
generative adversarial networks, and controllable 
clothed animatable human avatar generation (Grupac 
& Lăzăroiu, 2022; Zhang et al., 2023a) improve iden-
tity and appearance synthesis across the environment 
build. Animatable 3D-aware clothed human genera-
tive modeling, 3D image data visualization and 
remote sensing technologies, and 3D visual object 
recognition and semantic perception algorithms can 
be harnessed in facial pose synthesis, 3D scene visu-
alization and representation, and controllable and 
animatable 3D-aware clothed human avatar genera-

 
Fig. 9. Environment build 
Source: © Dimension Studio and Unsigned Group. 
 
 

 
Fig. 10. Lighting pass 
Source: © Dimension Studio and Unsigned Group. 
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tion. Social interaction and human motion modeling 
techniques can be deployed in 3D dynamic visual 
scene generative and human avatar modeling, human 
facial appearance simulation, and realistic scene and 
object representation. Sensor signal interpretation 
algorithms, multi-sensor data augmentation tech-
niques, and deep 3D neural scene representation and 
object detection networks (Uhlenberg et al., 2023; 
Zvarikova et al., 2023) can be harnessed in human 
digital twin simulation and modeling, perceptually-
guided memory-based human motion simulation, 
and shared cognitive behavior and knowledge learn-
ing processes. Gait event detection and eye gaze esti-
mation algorithms, 3D human body motion capture 
technologies, and gait event estimation and motion 
capture data analysis optimize computer vision-based 
body pose augmentation, real-time avatar motion 
capture, analysis, and simulation, and 3D human sil-
houette modeling by use of virtual sensor data. Hand 
and head gesture recognition algorithms, human 
motion simulation and holographic communication 
technologies, and anthropometric data capture tools 
enhance virtual body sensor data processing through-
out the environment build. Multi-sensor signal pro-
cessing and eye-movement event detection 
algorithms, human digital twin technologies, and 
sensor-based movement assessment and analysis 
improve visuo-spatial body shape representation 
(Figure 9).

3D fully clothed human body reconstruction, 
multisensor hand tracking, 3D facial expression and 
scene modeling, and multisensor gesture recognition 
(Kliestik et al., 2022; Lee et al., 2024) develop on 
computer graphics and vision technologies in relation 
to the lighting pass. Spatial feature extraction algo-
rithms can be leveraged in deep learning-based real-
istic digital 3D avatar creation and garment 
reconstruction, deep graph convolutional network-
based multi-layer clothing modeling, and 3D multi-
view facial capture and expression recognition. 
Human skeletal pose estimation and appearance 
modeling, remote sensing scene classification, facial 
expression mapping, and multi-view facial and hair-
style expression integrate 3D motion capture systems. 
Deep semantic segmentation and image generation 
algorithms, visual object recognition and under-
standing systems, and semantic, image, and motion 
capture techniques (Grupac & Lăzăroiu, 2022; Yang 
et al., 2023) further animatable 3D avatar generation 
and representation, realistic 3D human motion syn-
thesis, and animatable human representation recon-
struction. Deep semantic segmentation networks, 

realistic human avatar modeling, and remote sensing 
imagery semantic segmentation shape facial and 
body pose estimation, detection, emotion recogni-
tion, tracking, reconstruction, and analysis, realistic 
3D human motion generation, representation, and 
prediction, 3D human avatar and neural scene repre-
sentation, and visual scene understanding with regard 
to the lighting pass (Figure 10).

4. Discussion

3D convolutional neural network-based dynamic 
hand gesture and human action recognition, object 
understanding, multimedia event detection, and 
image semantic segmentation (Bugaj et al., 2023; 
Xiang et al., 2022) can be achieved by deep learning 
physics-based cloth simulation and image semantic 
segmentation algorithms, clothing shape capture and 
reconstruction, and physics-based deep multi-layered 
clothing appearance simulation. Realistic clothing 
and skin texture modeling, 3D clothing simulation 
and body avatar generation technologies, and 3D 
garment and synthetic clothing animation shape 
photorealistic clothing texture and full-body clothed 
avatar appearance. Physics-based cloth simulation 
optimizes data-driven photorealistic clothing appear-
ance modeling, clothed human reconstruction, pho-
torealistic clothing texture generation, and human 
body behavior recognition and mapping. Clothing 
data simulation, multi-modal sensor data fusion and 
network clustering, and object and scene semantics 
enhance physically-simulated 3D scene and garment 
in avatar mediated-virtual immersive environments.

3D animation simulation and computer vision-
based motion capture technologies, 3D human pose 
capture and motion tracking algorithms, and speech 
and emotion recognition analysis (Cui & Liu, 2023; 
Kliestik & Lăzăroiu, 2023) are instrumental in psy-
chological state and emotion expression simulation, 
image and voice modeling, and realistic facial expres-
sion replication. Computer graphics and virtual 
human technologies, deep learning facial expression 
migration algorithms, 3D realistic virtual human 
simulation, and 4D human body motion and image 
capture modeling configure AI virtual human inter-
activity, deep learning 3D face reconstruction, and 
character motion capture. 3D scanning and modeling 
techniques, face expression and movement simula-
tion, deep learning 3D character animation genera-
tion, and 3D facial image mapping and reconstruction 
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technologies articulate 3D body shape and personal-
ity prediction accuracy and immersive interactive 
virtual human behavior. 

Data-driven mobile interaction-aware human 
motion prediction algorithms are instrumental in 
deep reinforcement learning-based human-aware 3D 
scene generation and reconstruction, deep recurrent 
neural network-based context-aware 3D human 
motion prediction, and deep learning-based human 
behavior prediction and recognition. Human-scene 
and object interaction-aware prediction algorithms 
(Lee & Joo, 2023; Valaskova et al., 2022) configure 3D 
scene interaction and understanding, 3D human‒
scene interaction generation, simulation, and mode-
ling, and 3D clothed human avatar and scene-aware 
motion generation by use of skeleton-based motion 
capture data. Human body posture detection and 
recognition algorithms articulate computer vision-
based 3D human motion capture, 3D garment mod-
eling and stylization, 3D textured clothing, 3D human 
pose forecasting, and realistic 3D human motions.

Machine learning and computer vision algo-
rithms, virtual and augmented reality technologies, 
and generative AI physics-based modeling (Kliestik 
& Lăzăroiu, 2023; Lattas et al., 2023) configure hyper-
realistic immersive navigational decision-making 
visualization in shared immersive visual physically-
simulated 3D environments. Networked cognitive 
robotic and computer vision systems, 3D facial and 
multi-image reconstruction technologies, and com-
puter vision and haptic perceptual algorithms articu-
late immersive 3D experiences and cognitive 
modeling and simulation with regard to facial 
appearance, expression, and shape capture. Physics-
informed neural and multi-layered sensor networks, 
facial shape and knowledge-driven physical mode-
ling, and geolocated event modeling and simulation 
assist photorealistic facial and texture rendering and 
skin tone augmentation in 3D immersive virtual 
environments.

Conclusions

Deep facial emotion expression recognition, vis-
ual object shape and appearance reconstruction, and 
3D human body shape and texture mapping recon-
struction and modeling integrate reinforcement 
learning-based generative physical AI simulation 
workflows, neurophysiological, behavioral, and envi-
ronmental sensors, and edge computing and extended 

reality technologies. Perceptual and cognitive pro-
cesses, 3D object localization, and scene recognition 
and coherence require cloud and edge computing 
technologies, deep learning-based cognitive digital 
twins, social interaction behavior simulation and 
modeling, and geospatial intelligence and human 
body motion analysis in physically-based virtual 
worlds. Deep learning-based cognitive state predic-
tion and task recognition, 3D photorealistic avatar 
representation, and bodily gestures and movements 
necessitate deep multi-agent reinforcement learning 
modeling, human skeletal pose and real-time motion 
trajectory tracking, and real-time body data and 
human location monitoring.

By likeness capturing (e.g., signature walk by 
motion capture shoot for face and body movement 
tracking) and virtual clothing, Eva Herzigová’s hyper-
real 3D avatar (lifelike 3D digital human clone or 
realistic virtual human) is configured with subsequent 
restyled hair and make-up, 3D clothing modeling, 
and extended reality fashion shows on virtual cat-
walks or campaign shoots. Eva Herzigová’s hyperreal-
istic 3D digital human twin and MetaHuman avatar 
operate as a styled virtual alter ego and versatile per-
sonal brand extension by motion capture technolo-
gies for immersive virtual fashion shows, live video 
streams and broadcast, and digital wearables mode-
ling.

Limitations and further 
directions of research

Limitations are associated with covering a single 
3D digital human twin and a specific cooperation 
between two companies creating a MetaHuman ava-
tar. Further research should inspect how moving 
object trajectory clustering and multilayer perceptron 
algorithms, multi-modal 3D object detection, image 
recognition and completion, remote sensing data, 
and humanoid robotic and wearable sensor technolo-
gies are pivotal in human skeleton motion tracking 
and pose estimation, physics-based clothing and 
human body behavior simulation, and 3D avatar 
reconstruction. Subsequent analyses can show how 
deep learning perceptual and visual object tracking 
algorithms, context-aware semantic reasoning and 
image sensing systems, and multi-source body sensor 
data analysis are instrumental in deep facial emotion 
expression recognition, physiological and psychologi-
cal states, and 3D scene understanding and object 
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classification. Thus, it would be of interest to clarify 
how blockchain-based metaverse and digital twin 
technologies, distributional semantic and deep rein-
forcement learning algorithms, human activity and 
decision-making knowledge modeling, and multiple 
data source integration configure 3D visual scene 
representation, reconstruction, segmentation, inter-
pretation, and understanding.
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