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Abstract Instantaneous cloud cover over the Baltic Sea, estimated from satellite information, 
may differ by as much as several dozen percent between the day and night. This difference 
may result from both weather conditions and different algorithms used for the day and night. 
The diurnal differences in cloudiness measured by proprietary and operational systems were 
analysed as part of research on marine environmental assessment and monitoring. An optimised 
algorithm for 2017 was presented and supplemented with information from radiation modelling. 
The study showed that, in general, the average values of daily changes in cloud cover over the 
sea depend on the season, which generally corresponds to the length of the day and contrasts 
with the amount of cloudiness. The results were compared with available online data that met 
the night and day detection criteria, the climate model, and the climate index. The averaged 
analysis of seasonal changes showed that similar values of the satellite estimates are higher 
than those obtained from the climate model and the lidar estimation. The satellite estimates 
from SatBaltic showed the lowest uncertainty. The diurnal cycle was confirmed by all analysed 
systems. These results may indicate common physical mechanisms and a methodological reason 
for the uncertainty of satellite-based data. The results clearly showed the existing diurnal 
difference in the amount of cloud cover over the Baltic Sea and indicated that this difference 
is not always explained by the physical properties of the atmosphere. The probable causes for 
these uncertainties were identified and diagnosed. 
© 2021 Institute of Oceanology of the Polish Academy of Sciences. Production and host- 
ing by Elsevier B.V. This is an open access article under the CC BY license 
( http://creativecommons.org/licenses/by/4.0/ ). 
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. Introduction 

he study of cloudiness above the sea surface based on 
bservations from satellites is a very complex problem. 
he complexity involves results of measurements in both 
he shortwave and longwave ranges, i.e. the visible (VIS) 
nd infrared (IR) radiation. The literature includes numer- 
us studies ( Anthis et al., 1999 ; Bennouna et al., 2010 ;
inkensieper et al., 2018 ; Saunders et al., 1988 ) on remote
loud cover detection systems which are applicable to aver- 
nces. Production and host- ing by Elsevier B.V. This is an open 
nses/by/4.0/ ). 
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Figure 1 An example of cloudiness estimation and the resultant statistical error (Baltic Sea, 18 May 2017, 5:30 UTC) (LW, left-hand 
side; SW, right-hand side) [source: www.satbaltic.pl ]. 
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ged global-scale situations, but their actual regional-scale 
tility is frequently debated. Due to the nature of radiation, 
easuring it involves a lot of uncertainties. Cloud detec- 
ion systems based on satellite data mostly use physical 
arameters calculated from the radiation spectrum, i.e. 
olour, shape, thickness, gradient, height, and inter-band 
elationships or interactions between the detected objects 
hemselves ( Mahajan et al., 2020 ). Different detection 
echniques as well as different classification methods are 
sed, e.g. binary classification and measurement of cloud 
over opacity based on pixel values. For the Baltic Sea re- 
ion, a review of cloudiness in reference to climate change 
as carried out by Post et al. (2020) . The study analysed the 
egional mean time series and regional maps of trends in 
he Baltic Sea area. The cloud parameters studied were to- 
al fractional cloud cover and cloud-top height. In the study 
arried out by Reuter et al. (2014) , a SEVIRI-based cloud 
etection algorithm was developed for the Baltic Sea catch- 
ent area. The total cloudiness obtained from the satellite 
ata was 0.65 compared to 0.63 for the model. Large 
iscrepancies were observed in the 24-hour cloud-cycle 
hase. There was no significant trend in the total cloud 
mount, either from the model or from the satellite data. 
i et at. (2020) proposed a cloud detection method based 
n genetic reinforcement learning in order to improve cloud 
etection at a regional scale. Banks et al. (2015) showed 
hat the standard cloud mask used routinely in processing 
lobal ocean colour data from National Aeronautics and 
pace Administration (NASA) can mask optical phenomena 
uch as intense algal blooms in the Baltic Sea. These blooms 
ave a significant impact on the environment and require 
300 
ppropriate monitoring. Their findings show that replacing 
he standard cloud mask can increase the data accuracy 
y 22% during the seasonal cycle in the Baltic Sea. On the 
ther hand, Kowalewska-Kalkowska et al. (2019) showed 
he difficulties and limitations of poor cloud masking over 
he Baltic Sea in identifying and modelling coastal up- 
elling. It was also demonstrated that the usefulness of 
his factor for predicting threats associated with extreme 
onditions is still limited as a consequence of the regional 
stimation of hazardous weather events ( Latos et al., 
021 ). Jakobson et al. (2014) showed that the diurnal 
ariability of precipitable water over the Baltic Sea is 
he inverse of water vapour variability over land. Finally, 
ahajan et al. (2020) discussed the current trends and 
irection of development for modern regional cloud de- 
ection systems based on satellite data. A hybrid approach 
sing machine learning, physical parameter acquisition and 
round-based validation was recommended for model im- 
rovement. The cited publications mostly concern issues of 
mproving the quality and daily variability of the data at the 
egional scale, which suggests that the actual usefulness of 
loud algorithms is questionable. This study discusses the 
ossibility of using a simple algorithm to assess cloudiness 
n regions with similar geographical conditions as the Baltic 
ea. Paszkuta et al. (2019) explained those methods in 
ore detailed recommendations. They show new results on 
he extent and size of cloud cover during the day and night 
ime. Detection methods have been identified as the main 
ource of uncertainty. First, to minimise errors, efforts were 
ade to limit the research area to a more homogenous re- 
ion. The proximity of the northern part of the Baltic Sea to 

http://www.satbaltic.pl
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Table 1 Spectral characteristics of the SEVIRI radiometer channels. 

Waveband Spectral range ( μm) Remarks 

λcen λmin λmax 

1 VIS0.6 0.64 0.56 0.71 Atmospheric visible window 

2 VIS0.8 0.81 0.74 0.88 Atmospheric visible window 

3 NIR1.6 1.64 1.50 1.78 Near infrared atmospheric window 

4 IR3.9 3.90 3.48 4.36 Atmospheric thermal window 

5 WV6.2 6.25 5.35 7.15 Water vapour absorption 
6 WV7.3 7.35 6.85 7.85 Water vapour absorption 
7 IR8.7 8.70 8.30 9.10 Atmospheric thermal window 

8 IR9.7 9.66 9.38 9.94 Ozone absorption 
9 IR10.8 10.80 9.80 11.80 Atmospheric thermal window 

10 IR12.0 12.00 11.00 13.00 Atmospheric thermal window 

11 IR13.4 13.40 12.40 14.40 Carbon dioxide absorption 
12 HRV 0.75 0.40 1.10 Atmospheric visible window + water vapour absorption 
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he northern polar circle rules out, for a considerable period 
f time, the possibility of using the entire bandwidth range, 
articularly the bandwidths in the short-wave part, and 
oses a serious challenge for geostationary satellites, e.g. 
he Meteosat Second Generation (MSG) ( Bennouna et al., 
010 ). It is, therefore, interesting to begin with cloudi- 
ess detection broken down into shortwave and longwave 
and ranges, the division being important not only for the 
ransition from daytime to night-time, but also for the mea- 
urement site. The changes will then depend primarily on 
he available information; for obvious reasons (including the 
igh solar angle limitation), only data from the longwave 
and can be used during the night ( Table 1 ). Differences 
etween night-time and daytime cloud cover estimates are 
uite natural and are visible when comparing information 
rom shortwave and longwave band daytime routines. The 
ifferences are explained by the physical parameters of 
loudiness because high-reflectance warm formations are 
sually the only reference for brightness temperature stud- 
es, and cold fog does not always affect the visible radiation 
ange ( Jakobson et al., 2014 ; Jedlovec, 2009 ; Kr ę żel and
aszkuta, 2011 ; Paszkuta et al., 2019 ). As the problem is 
he regional scale, different methodologies, which are a 
airly important source of uncertainty, introduce artefacts 
merging along the shoreline or at the edge of low clouds. 
he artefacts result from an incorrect estimation, e.g. with 
he use of the textural image analysis techniques. At the 
ame time, they are difficult to eliminate due to convec- 
ions forming in the area and the presence of near-shore 
ffects such as upwellings. There are numerous examples 
f instantaneous, regional over- and underestimation of 
loudiness in the atmosphere. Figure 1 shows examples of 
ifferences in cloudiness estimation done by operational 
etection systems during the day and night. The date and 
ime ( Figure 1 ) was chosen due to the apparent variability 
f data and the availability of a wide range of different 
ypes of cloud cover. Generally, methods adapted to the 
lobal scales ( Figure 2 ), show the daytime cloudiness to 
e lower when compared to regional scales ( Figure 1 ), 
ith the night-time cloudiness being comparably higher. For 
his reason, the averaged characteristics show relatively 
301 
mall differences which increase with the change of the 
olar Zenith Angle (SZA): the higher north, the larger the 
ifference due to a change in the proportions between the 
aytime vs. night-time routines. In many comparisons, it is 
ifficult to unequivocally state whether and which physical 
rocess is responsible for the differences between the 
outines. It is certain, however, that the presence of a large 
ody of water substantially affects the detection results, 
nd physical analyses should be conducted separately 
or the daytime and night-time routines. The paper is an 
xtension of the study conducted by Paszkuta et al. (2019) , 
ut it is the first study to show the optimisation of the 
lgorithm in the process of generalizing Planck’s law based 
n satellite results and published materials. To reveal the 
ariability in the detection of diurnal Baltic Sea cloudiness, 
he results are compared with alternative sources and 
he North Atlantic Oscillation (NAO) index. The goal is to 
ncrease the quality of oceanographic data. An overestima- 
ion of cloudiness can often deprive us of information about 
mportant sea surface phenomena that can last several 
ours, such as coastal upwelling. An underestimation can 
ave a negative impact, e.g. on the balance of radiation 
eaching the sea surface. The aim is to identify and esti- 
ate the source of uncertainty arising from the satellite 
easurement process. Clearly, considering the availability, 
cope and amount of information, satellite measurements 
ave an undeniable value. The article consists of five 
ections. In Section 1 the problem is described using the 
xample of the briefly summarised SatBaltic project, the 
tate of knowledge on cloud detection using satellite data 
s presented, and daily analyses taking into account some 
utside factors on the Baltic are performed, followed by a 
iterature review. Section 2 focuses on the description of 
ata used in the analyses and suitable for comparing the 
ifferences between day and night values. The methods 
sed in the paper are based on the technique published 
nd presented in detail for the first time by the authors, 
hich consists in linearising Planck’s law. It has been 
roposed to improve the method further. In Section 3 , we 
learly describe the modifications to that method and the 
hanges in cloud cover detection. In Section 4 , we present 
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Figure 2 Block diagram of the cloud detection data flow ( Paszkuta et al., 2019 ). 
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he significance of our findings. In the last section, we 
iscuss the results and list the probable reasons for the 
ifferences. 

. Material and methods 

 flagship product of satellite cloudiness data developed 
ithin the SatBaltic project ( Wo źniak et al., 2011a,b ), con- 
ists of a series of tests using the split-windows technique 
nd model estimations for cloudless atmosphere ( Figure 2 ). 
he detection technique is, in principle, based on a differ- 
nce between the Spinning Enhanced Visible and Infrared 
mager (SEVIRI) ranges ( Table 1 ) and compares the out- 
omes with values modelled for cloudless conditions. It gen- 
ralises radiation transmission equations using relationships 
etween two neighbouring spectral bands, and is, in fact, 
ased on the magnitude of the difference between them 

 Kriebel et al., 2003 ; Kryvobok et al., 2005 ). The technique 
f split windows and model estimation for the cloudless at- 
osphere at the Baltic Sea was used both in the short and 

ong range of waves. In this way, the SatBaltic system uses 
wo values of the cloud fraction: one referring to short- 
ave radiation and the other to longwave band. The differ- 
nce between the magnitude of radiation at full cloudiness 
nd in the absence of clouds under identical thermal con- 
itions over the Baltic Sea may be as high as 120 W m 

−2 .
he semi-empirical formulae reported in the literature are 
requently based on the general cloudiness function as the 
ain factor determining the bottom-up flux of longwave- 
and radiation. This is, however, a far-flung approximation 
hich may be subject to a statistical error of as much as 
ven 30% ( Zapadka et al., 2015 ). The characteristic fea- 
ure of the method proposed is that it is region-specific 
302 
nd based on radiation models developed by the authors 
o avoid relying on external sources. Similarly to most of 
he studies referred to, the division into daytime and night- 
ime is included, with the incident radiation angle of 67 °
eing used as a criterion ( Paszkuta et al., 2019 ). The dif-
erences in the diurnal cycle of cloud cover, and hence in 
he radiative cycle, can lead to significant changes in the 
nergy balance. Clouds generally attenuate the solar radia- 
ive energy flux. The problem of absorption or transmission 
y different types of clouds has been explained in the lit- 
rature ( Kaczmarek and Dera, 1998 ; Rozwadowska, 2004 ). 
he Baltic Sea has thermodynamic properties that are dif- 
erent from those of the land and the oceans, and some of 
hose properties have a significant influence on the atmo- 
phere. Seawater is subject to constant phase changes that 
bsorb large amounts of energy. The energy required for 
hese processes comes mainly from the atmosphere. There- 
ore, changes in the water can cause significant changes in 
he atmosphere, which occur in a continuous diurnal cycle, 
ifferent (on a different scale) than in the open oceans. 
he air temperature varies by a few to a dozen degrees 
er day, with little change in water temperature. There- 
ore, it happens that the water in the Baltic Sea has a higher
emperature than the air as a consequence of air tempera- 
ure fluctuations. If the sea is cooler than the air, the wa- 
er will draw heat from its surroundings in an attempt to 
ompensate for this difference. Conversely, when the wa- 
er in the sea contains more energy, the air temperature 
hanges. These mechanisms can partly explain the diurnal 
ifferences in cloud cover. At night, when the air warms up, 
t rises higher. When the rising air reaches the height where 
ondensation occurs, the conditions for the formation of 
louds occur. During the day, the situation can reverse and 
 cloud-free atmosphere can form. If the water is warmer 
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Figure 3 Example of global fraction of cloud cover on 5 May 2017 at 12:00 UTC (a), and (b) Monthly average diurnal variation 
fraction of cloud cover for the Baltic Sea, data obtained from ECMWF—ERA5 ( https://cds.climate.copernicus.eu ). 
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han the environment, clouds may even form around the 
lock. Based on the European Centre for Medium-Range 
eather Forecasts climate reanalysis data 1 (ECMWF—ERA5) 
hown in ( Figure 3 ), the average daily difference in the per- 
entage of cloud cover on the Baltic Sea (between 2008 
nd 2017) was up to a few percent, depending on the lo- 
ation and season: a maximum of 13% was recorded which 
s lower than the value obtained in the study using satel- 
ite data. This confirms the results obtained by the authors; 
owever, the question remains whether these phenomena 
ave natural causes. The daily changes in cloud cover over 
he Baltic Sea shown in the study could even modify the at- 
ospheric circulation, if they have a natural basis. In the 
est of the paper, we will identify other causes that are not 
ndicative of natural physical processes. It is interesting to 
ook for trends and long-term changes in the climate related 
o the cloud cover parameter; however, at the moment, 
1 https://cds.climate.copernicus.eu 

o
a

303 
his is not the subject of this analysis, although the arbi- 
rary period of 30 years of climate changes already covers 
he period of data collected by satellite instruments. The 
atellite-based cloudiness data calculated by the Advanced 
ery High Resolution Radiometer (AVHRR) (mounted on the 
iros N satellite series operated by the National Oceanic and 
tmospheric Administration, NOAA) is based on the AVHRR 
rocessing Over Land cLoud and Ocean (APOLLO) algorithm 

 Saunders and Kriebel, 1988 ). The algorithm involves five 
ndependent tests. It analyses a sequence of threshold, tex- 
ural, and inter-waveband relations. Significantly, one of 
he routines is dedicated to marine areas and simultane- 
usly analyses the relationship between short and longwave 
hannels while using separate series of daytime and night- 
ime data ( Cracknell, 1997 ). Results of the algorithm have 
een repeatedly compared with alternative solutions and in 
itu measurements ( Kriebel et al., 1989 ). The AVHRR data, 
wing to the regional measurement system, does not have 
n inferior spatial structure to the data generated by SE- 

https://cds.climate.copernicus.eu
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M. Paszkuta, T. Zapadka and A. Kr ę ̇zel 

V
v
o
m
e
v
u
V
T
S
c
i
[
s
P
o
E
l
a

3

3

I
a
i
p
A
a
t
d
T
s
w
t
a
m
d
c
i
a
s
n
t
e
p
r
s
w
o
t
a

T

w
e
e

c
s

Table 2 Estimation constants for the SEVIRI thermal 
channels. 

Channel k A B C 

T 

M 
9 9.3066 0.992 0.627 0.9983 

T 

M 
10 8.3966 0.998 0.397 0.9988 

Figure 4 Planck’s law for the temperatures analysed, with 
spectral ranges. 
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IRI. From the standpoint of instantaneous regional obser- 
ations, the MSG is more advantageous for the measurement 
f rapidly changing cloud cover (particularly at the esti- 
ated range). Average differences between the data gen- 
rated by AVHRR and SEVIRI are up to several per cent, the 
alues being higher for the night-time data. The cloud prod- 
cts offered on-line from MODIS data combine the IR and 
IS ranges, similarly to the algorithm proposed in this study. 
he cloud fractional cover product developed in 2004 by the 
atellite Application Facility on Climate Monitoring (CM SAF) 
onsortium within the CLoud property dAtAset (CLAAS-2) us- 
ng SEVIRI (Edition 2) (today the Interim Climate Data Record 
ICDR]) is based on NWC SAF cloudiness detection and clas- 
ification algorithms. The Cloud-Aerosol Lidar and Infrared 
athfinder (CALIPSO) was designed to investigate the effects 
f clouds on the radiation budget ( Chepfer et al., 2013 ). 
quipped with the Cloud-Aerosol Lidar with Orthogonal Po- 
arization (CALIOP), the device offers information based on 
ctive detection. 

. Results 

.1. New approaches 

n line with the goal of this study, we estimated the aver- 
ges for daytime and night-time events separately. Accord- 
ng to this important classification, the data sets relate to 
hysical processes taking place during the day and at night. 
lthough marked differences in cloudiness between the day 
nd the night, such as those discussed in the previous sec- 
ion, are likely not to have physical underpinnings, certain 
ifferences in the emission of the sea will always happen. 
hey emerge, for example, due to the cyclical course of 
olar radiation and its consequences during the daytime, 
hereas at night they occur because of, e.g., the forma- 
ion of a humid zone just above the sea surface, which 
ffects the long waveband emission. For the IR range, the 
ethod is based on the three-dimensional numerical hydro- 
ynamic M3D model ( Kowalewski, 1997 ), which allows us to 
alculate the emission temperature of the sea both dur- 
ng the daytime and at night. As the T 9 (9.80—11.80 μm) 
nd T 10 (11.00—13.00 μm) frequency bands are close on the 
pectrum ( Table 1 ), the first approximation disregarded the 
on-linear nature of Planck’s law, and brightness tempera- 
ures in the SEVIRI channels were estimated from the mod- 
lled sea-surface temperature ( SST ). This simplification (ap- 
roach 1) has some advantages, as it produces more general 
esults, but involves unavoidable errors which, owing to the 
tructure of the algorithm (the difference between the two 
avebands is estimated with comparable uncertainty) may 
nly be acceptable on account of the broad objectives of 
he detection model. The relationships can be illustrated 
s: 

 

M = SS T M3D · A, (1) 

here T 

M equals estimated brightness temperature; SST M3D 

quals sea surface temperature determined by M3D; A 

quals calibration constant from Table 2 . 
This approximation assumes the coefficient which in fact 

auses the ratio between the black body and true emis- 
ion in the SEVIRI channels 9 and 10 to approach one. The 
304 
oefficient should be understood as an effect of averaging 
he daytime and night-time values calculated according to 
he split-window formula and simultaneously taking into ac- 
ount the differences between the surface temperature and 
he SST . More detailed estimations based on the IR range 
or the day and the night should result from different emis- 
ive characteristics of the spectral bands used. The prob- 
em seems to be well-explored for the sea surface; unfor- 
unately, the emissivity of inhomogeneous cloud layers at 
oor radiation is difficult to measure. This is one of the rea- 
ons why noticeable differences, resulting from the nature 
f the radiation itself, occur when the cloudiness coefficient 
s calculated from VIS and IR. Should the emissivity values (a 
oefficient showing the difference between the properties 
f the true body and the black body) be switched, the radi-
tion in the channel would — depending on the temperature 
be higher or lower at the same values of the emitting 

ody temperature. In the first approximation (approxima- 
ion 1 in Figure 7 ), the relationship was a priori assumed 
o be linear, which influences the difference between the 
aytime and night-time cloud cover detection. To solve the 
roblem of the non-linearity of Planck’s law, the subsequent 
pproximations 2 and 3 use two different radiation transmis- 
ion equations, one for the night and the other for the day 
or the same thermal channels. The function of fitting the 
pectral radiation to the black body radiation is non-linear 
 Figure 4 ) and makes it possible to, e.g. measure SST using
atellite techniques ( Wang et al., 2019 ). Radiation emitted 
y the sea surface in the range of IR wavelengths recorded 
y SEVIRI can be approximated by a function correlating 
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Figure 5 Examples of linear approximation of Planck’s laws to: a,c) Short; b,d) Long; wave-areas analysed in the study. 
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ith the Planck function: 

 ( λ) = εF 
2 h c 2 

λ5 

1 
e hc/λk B T 

;
(

hc 
λk B T 

� 1 
)

, (2) 

here: ε equals ambient emissivity; F equals device-specific 
oefficient involving geometric and radiometric factors; T 

quals black body temperature; λ equals wavelength; h 

quals the Planck constant; c equals light speed; and k B 
quals the Boltzmann constant. 
Eq. (2) is valid provided that hc / λkT >> 1, i.e. the 

avelength is below the function maximum. Figure 4 and 
igure 5 show blackbody radiation in the detection temper- 
ture range for semi-transparent objects, i.e. objects with 
adiation emission similar to that at sea. Spectral ranges 
orresponding to the channels analysed in this work are 
arked. As the temperature increases, the function max- 

mum (the near-IR) shifts towards shorter wavelengths. This 
ehaviour is described by the Wien’s law, λ= b/T , where b 

quals 2.8978 × 10 6 nm-K. As seen in Figure 4 and Figure 5 , 
he spectral ranges marked are below the function maxi- 
um. This presents a challenge for satellite-aided remote 
ensing, because it means that the intensity of the signal 
305 
nalysed will be correspondingly lower. In such cases, when 
he brightness temperature of the atmosphere is close to 
hat of the sea surface, certain linearisation of Planck’s law 

s observable ( Figure 5 ). An appropriate transformation of 
he function simplifies it to 1/ λ: 

n 
(
λ5 I 

) = ln 
(
2 h c 2 εF 

) − hc 
k B T 

1 
λ

. (3) 

This makes it possible to carry out linear fitting to the lin- 
arised radiation spectra. In addition to advantages related 
o usability, this operation ensures an ideal representation 
f deviations by the blackbody curves. Therefore, the fitting 
an be carried out in a more universal form, excluding natu- 
ally non-analysed parts of the non-linear spectrum. This is 
articularly useful at temperatures corresponding to shorter 
avelengths where uncertainties are crucial and the black- 
ody radiation is relatively low. Non-linear procedures call 
or the fitting of the Planck formula parameters ( ε, F, T , and
) which are less sensitive than those of the linear equation 
nd, if they are different from true values, the fitting will 
ot converge ( Wang et al., 2019 ). The brightness temper- 
ture computed on the basis of satellite sources is based 



M. Paszkuta, T. Zapadka and A. Kr ę ̇zel 

Figure 6 A comparison of daytime and night-time MSG data series cloudless sea in 2017: a) Radiation temperatures in channel 
9; b) Radiation temperatures in channel 10; c) Difference between the (10—9) radiation temperatures for the BalticBeta station. 
Filled shapes for May 17. 
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n Planck’s law, but SST (determined by the M3D), used to 
alculate the brightness temperature under cloudless condi- 
ions, not necessarily does. The temperature ratio proposed 
n this study includes the SST with an identical value within 
hannels 9 and 10, multiplied by the linear factor. Unfor- 
unately, in reality, brightness temperatures differ across 
ifferent spectral ranges, although the difference may be 
mall. Generally, the source of temperature may be of no 
mportance if multiplied by the fourth root of the emissiv- 
ty coefficient. In an appropriate channel, the result is the 
mission temperature in this spectral channel. According to 
he Stefan—Boltzmann law, the amount of thermal radiation 
stimated for a satellite channel from brightness tempera- 
ure is: 

 = εσSST 4 M3D 
 = T 4 

 = ( ε ) 
1 
4 SS T M3D . 

(4) 

ccording to Masuda et al. (1988) , at the wavelength of 10.8 
m (SEVIRI channel 9) and at the latitude of the Baltic Sea 
SZA of about 60 °), emissivity is about 0.967. Obviously, the 
missivity determined this way will additionally depend on 
306 
he SZA and wind speed; including these factors will pro- 
uce the constant A as shown in Table 2 . The coefficients 
alculated are the fourth roots of the emissivity coefficient. 
igure 7 provides a comparison between results obtained 
ith the algorithm proposed earlier, broken down into suc- 
essive approach 1 with Eq. (1) , approach 2 with Eq. (3) and
pproach 3 with Eq. (4) . With such approaches, however, 
he daytime and night-time data are difficult to compare 
ecause the situations are completely different. This will 
e important for the identification of the common parame- 
er which affects, e.g. the value of transmission or emission. 
ithin 24 hours, the temperature of both the clouds and the 
tmosphere can vary significantly. In the algorithm, SST is of 
nly auxiliary importance. It will never be ideal, because 
t stems from theoretical estimation. Therefore, emissiv- 
ty was determined empirically, that is, cloudless events 
ere selected — in a controlled manner — for pixels T 9 and 
 10 . Figure 6 shows the relationships (for 2017) between 
rightness temperatures measured at 12:00 and 00:00 UTC 

n channels 9 and 10 and the differences between them. 
alculations were made for areas identified as cloudless, 
onditionally and simultaneously at 12:00 and 00:00 UTC. 
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Figure 7 Evolution of the IR cloudiness algorithm: a modelled 
difference between satellite channels as a function of the sur- 
face radiation temperature. 
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igure 6 allows us to conclude that during the day the sea 
arms up in synchrony with the solar zenith angle (in sum- 
er and spring the most) and tends to cool down during 
he night. The previously mentioned example of May 17 
 Figure 1 ) was marked with filled shapes. It is not the 
ooling-down itself that is interesting, but its extent. Statis- 
ically, the cooling-down effect is included in radiation bud- 
ets; unfortunately, however, it cannot be observed in radi- 
tion models, e.g. in the M3D. To demonstrate the changes 
n the physical properties of the water during the night, an 
dditional analysis of the T 10 —T 9 difference was included 
n Figure 6 c. This way, we learned that physical properties 
f the water do undergo diel changes. This confirms the 
ypothesis that, if cloudiness is derived from IR channels, 
ifferent methods ought to be used for the night and for 
he day. Interpretation of the effect during the daytime in 
he VIS range is undoubtedly related to absorption and to 
vaporation at night. The general formulae showed in the 
unctional diagram (approximation 1, Figure 7 ) should be 
odified to better fit the regional conditions by means of 
on-linear combination of the Planck function and the spec- 
ral wave length (approach 2 and approach 3, Figure 7 ). It 
s assumed that the relationship between radiation in two 
eighbouring spectral bands is non-linear, whereby the diel 
eriod should be divided into at least two zones: the daily 
nd nightly zone: 

 

M = 

c 1 k (
ln 

(
c 2 k 3 

SS T M3D 
+ 1 

)
− B 

)
C , 

(5) 

here T 

M equals brightness temperature [K], k equals wave 
umber [m 

—1 ]; c 1 = 0.014388 K m, and c 2 = 119.10659 mW 

r −1 m 

−7 are empirical constants; while the remaining val- 
es are the same as defined in Table 2 ( EUMETSAT, 2007 ; 
UMETSAT, 2012 ). In the last approximation, for a more ef- 
ective illustration of the difference between the day and 
he night, we applied Planck’s radiation law directly. This 
ime, we used the calibration values of the satellite ra- 
iometer as measured prior to launching. The brightness 
emperature can be estimated as: 

 

M = a 0 + a 1 T S + a 2 T 2 S , (6) 
307 
here: 

 s = 

ch 

κλ( ln ( 
2 c 2 h 

λ5 SS T M3D 
+ 1 ) − B ) C 

, 

 0 , a 1 and a 2 are constants fitted to every SEVIRI band, avail-
ble from the European Space Agency catalogue. 
Like earlier, the SST M3D is calculated for each pixel by the 

3D. The remaining constants are defined in Table 2 . The 
evelopment of the cloudiness algorithm from long wave- 
ength channels in Table 1 generally involved a technical fit- 
ing of the formula to the constraints of the satellite de- 
ice. This should restrict the uncertainties generated by 
he first approximation. The solutions proposed treat the 
loudiness data (for brightness temperatures > −3 °C) and 
lear sea in a characteristic manner. The second Eq. (3) and 
hird Eq. (4) approximations involve the non-linear Planck’s 
aw ( Figure 7 ). The difference between the channels is most 
ronounced in the second approximation: while considering 
hannels with the ability of remarkable cloud detection, the 
ifferences are in agreement with the first approximation 
q. (1) , and the differences for temperatures correspond- 
ng to cloudy pixels are considerable. The general under- 
stimation and overestimation of satellite cloud detection 
as analysed taking into account the full available chan- 
el range. In the analysis, they were taken into account 
ccording to the detection algorithm. However, there is a 
igh risk for cloud cover to be overestimated and for clear 
ixels to be classified as cloudy. Approximation 3, Eq. (4) , 
roduced a completely different pattern. While retaining 
on-linearity, it poorly reflected the difference. Results of 
omparing the approximations shown in Figure 7 along with 
stimations from short wavelength channels proposed be- 
ow are discussed in the next section. As the cloudiness 
extent and type of clouds) changes, the magnitude of the 
atellite signal recorded alters as well. As demonstrated 
bove, this also affects the change in the VIS radiation dif- 
erence between the neighbouring satellite channels. Un- 
er cloudless conditions, the difference remains more or 
ess stable. The values can be estimated from a radiation 
odel, e.g. the Solrad model ( Kr ę żel and Paszkuta, 2011 ;
r ę żel et al., 2008 ). Such operations require estimation 
f the radiation from the Earth surface to the satellite 
adiometer. 

.2. Comparison of calculated and estimated 

quivalents of cloud cover 

he methods described above were used to determine 
he unitless equivalent of cloudiness, an equivalent of the 
cloud fraction’ calculated from external sources due to dif- 
erent terminology used in the literature to define the same 
loudiness variable for the marine environment. The vali- 
ation involved both qualitative and quantitative aspects. 
stimations were performed for instantaneous and tempo- 
ary averaged situations. The qualitative analysis of the 
loudiness product involved a comparison between irradi- 
nce data series recorded in 2017 by stationary instruments 
t Lotos Baltic Beta stations (55 °28 ′ 50.67 ′′ N, 18 °10 ′ 54.03 ′′ E)
data from the SatBaltic portal). Information on the empiri- 
al data used is detailed in the publication by Zapadka et al. 
2020) . The comparison of in situ data with cloudiness val- 
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Figure 8 Distribution of the differences between the cloudiness estimated in situ and calculated from satellite data: a) at night 
(data collected during the day was applied to the night-time algorithm); b) during the day; the data was collected on 26 April 2019 
on board of the r/v Oceanograf. 

u
e
p
t
m
s
m
t
c
t
m
a

t
a
F
c
a
s
n
p
d
o
i
t
d
t
a
m
t
t
w
w
b
t
b
s
a
t
t
o

c
f
t

4

T  

p
e
c
1
l
l
S
t
a
(
L
d
W
t
w
t
l
i
t
o
o
e
o  

c
w
m
a
d
p
t
a
l
c

es estimated from the satellite-derived data requires gen- 
ralisation of reference points assigned not only to the 
lace, but also to the time of the nearest available projec- 
ion. This pertains to both VIS and IR routines. Therefore, 
ost of similar analyses show fairly large uncertainties as- 
ociated primarily with the methodology of the measure- 
ent itself, and use radiation information collected during 
he day. At this stage, estimation showed about 80% of the 
ases to be estimated correctly, which means that in 20% of 
he cases the algorithm may be 100% wrong: cloudless areas 
ay be interpreted as completely clouded (in IR situations) 
nd vice versa. 
Figure 8 shows the distribution of differences between 

he cloudiness equivalent estimated on land (cl observe ) 
nd calculated from satellite data for the night (clfrIR, 
igure 8 a) and the day (clfrVIS, Figure 8 b). The largest dis- 
repancies occur when the value of a pixel is estimated by 
veraging a totally cloudless and clouded area. The former 
ituation may be rectified by appropriately testing the chan- 
els, while the latter may be corrected by applying appro- 
riate validation techniques and procedures. The remaining 
ifferences are most likely caused by the detection method- 
logy. Figure 8 shows exclusively the daytime data series, 
.e. for SZA less than 67 °, the cloudiness was estimated with 
he night-time algorithm for measurements taken during the 
ay (in the long waveband channels only). Calculations for 
he night-time scenario in Figure 8 b, conducted with an 
lgorithm published by Paszkuta et al. (2019) showed the 
ean of 0.06, standard deviation of 0.34, and the correla- 
ion coefficient of 0.66. Figure 8 a illustrates the distribu- 
ion of the differences between the cloud cover estimated 
ith the daytime routine (in the shortwave-band channels); 
hile deviations that appear due to the precision of wave- 
and range were calculated from the solar constant and 
he Solrad results for cloudless atmosphere. The difference 
etween the estimated cloudiness for the daytime routine 
howed the mean error of 0.12, standard deviation of 0.26, 
nd the correlation coefficient of 0.77. In order to restrict 
he error of measurement, our further analysis involved rou- 
ines that show the best characteristics, with the method- 
logical error reduced to the minimum under the current 
308 
onditions. The quantitative characteristics were applied 
or the entire 2017 for data acquired with different detec- 
ion systems and satellite devices. 

. Discussion 

he cloud factor ( Paszkuta et al., 2019 ) was averaged tem-
orally and compared with the unitless cloudiness param- 
ter (tentatively termed the ‘cloudiness equivalent’ be- 
ause of the need to standardise the results within 0—
00%) produced by various satellite systems available on 
ine: APOLLO (The Cloud Physical Properties Royal Nether- 
ands Meteorological Institute) ( Kriebel et al., 2003 ), CM 

AF (The Satellite Application Facility on Climate Moni- 
oring) ( Finkensieper et al., 2018 ), MODISCP (The Moder- 
te Resolution Imaging Spectroradiometer Cloud Product) 
 Platnick et al., 2017 ) and CALIPSO—CALIOP (Cloud-Aerosol 
idar Pathfinder Satellite Observations—Cloud-Aerosol Li- 
ar with Orthogonal Polarization) ( Chepfer et al., 2008 ; 
inker et al., 2009 ). It should be mentioned that these sys- 
ems compute data separately for the shortwave and long- 
ave bands, using different satellite sources, thus rendering 
he analysis still more valuable. Figure 9 illustrates the re- 
ationship between cloudiness (termed differently and var- 
ously standardised in different systems, hence the general 
erm ‘equivalent’) that has been normalised for the needs 
f this study to the common conversion factor in the range 
f 0—100%. Despite substantial differences in instantaneous 
stimations, the routines show the mean annual cloudiness 
ver the Baltic Sea to be at a similar level of about 64%. As
ould be expected, the highest and the lowest cloudiness 
as recorded during winter (November—January) and sum- 
er (May—August), respectively. This trend was repeated by 
ll the systems. At the monthly averaging level, substantial 
ifferences in the amount of cloudiness, of up to several 
er cent, can be seen. The increase in the difference be- 
ween the systems in cloudiness estimations may be associ- 
ted with the true magnitude of cloudiness which is at its 
owest in summer (3—4%) and may be as high as several per 
ent in winter. Because data from all seasons was used, the 



Oceanologia 64 (2022) 299—311 

Figure 9 Different estimates of average monthly equivalent 
of cloud cover (colour-coded), and the NAO index (dashed line) 
for the Baltic Sea basin in 2017. 
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Figure 10 The absolute difference between the cloudiness 
equivalent determined during the day and at night (%). 
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mpact of meteorological parameters may be significant. 
n Figure 9 , the general weather property is represented 
y the NAO (North Atlantic Oscillation) index ( J ędrasik and 
owalewski, 2019 ) as a function of cloudiness. The quanti- 
ative dependence of variables is represented by the dashed 
ine. The NAO oscillates in the positive (NAO > 0) and neg- 
tive (NAO < 0) directions. The positive phase represents 
he period of the strong Azores and deep Icelandic Atmo- 
pheric Lows, which move large air masses containing heat 
nd moisture to the area of Northern Europe (including the 
altic Sea). As a result of low movement (from the west 
o the east), there is an increase in cloud cover/reduction 
f direct upwelling radiation, the number of storms and an 
ncrease in wind speed ( J ędrasik and Kowalewski, 2019 ). 
here are thaws in winter, and frequent rainfall and temper- 
ture drops in summer. During the negative phase, there are 
pposing conditions, as humid air masses are moved by baric 
ystems (weaker by the Azores High and shallower by the 
celandic Lows) towards the Mediterranean Sea. Continen- 
al masses from the east and north-east flow to the area of 
orthern Europe, which consequently generates sunny and 
loudless summers and severe winters with reduced cloudi- 
ess. In Figure 9 , the monthly trend of cloudiness in 2017 
hows a decrease from January (about 80%) to May (20%), 
 slight increase in June and July (a little over 30%), and a 
egular increase from August to December (40% to 90%, re- 
pectively). Almost simultaneously, the fluctuations of the 
AO index rise from the positive phase (NAO = 1.6 in Jan- 
ary) and fall to −2.0 in May, then alternately rise and fall 
o the negative phase in June and July. In the subsequent 
eriod that year, from August to December (fall—winter), 
he index value rose to 0.95, thus indicating a transition to 
he positive phase. The correlation seems to be obvious, as 
he decrease of cloud cover at the beginning of the year 
ollows the decrease of the NAO index, which, during the 
inter, represented the conditions of intense Atlantic cir- 
ulation over the Baltic Sea. Light cloudiness causes the so- 
ar radiation to increase. Slight variations (increase in June 
nd decrease in July) in cloudiness are accompanied by an 
ncrease in the values of the (negative) NAO index. From 

ugust to December, there is a steady increase in cloudi- 
ess and a shift of the NAO index from the negative to the 
309 
ositive phase, characterised by a return to the Atlantic cir- 
ulation. 
The dominance of the positive phase in the autumn—

inter period in the Baltic Sea area confirms the crucial 
ole of the winter circulation in the NAO/North Atlantic Os- 
illation ( Hurrel, 1995 ). More discussion on the conditions 
f the NAO index in relation to cloudiness in the Baltic 
ea is presented by Gomis et al. (2008) , J ędrasik (2019) ,
ehmann et al. (2002) , Ruiz et al. (2008) . Generally, data 
veraging increases the similarity between the methods: 
he longer the data series averaged, the more convergent 
he results. For the needs of this research, due to the na- 
ure of the measurements, it may be assumed that the low- 
st cloudiness deviations were obtained with measurements 
onducted with the active CALIPSO methods. Using this data 
eries as a reference, the methods producing higher and 
ower values can be treated as over- and underestimating 
he measurements, respectively. Figure 10 shows the rela- 
ionship between the absolute differences in cloudiness es- 
imated during the day and at night. The differences be- 
ween the methods used are fairly distinct and range from 

 few to several per cent. Should the differences be more 
r less consistent, an effect of the physical parameters 
f cloudiness could be suspected, but the differences sug- 
est a methodological issue with most of the data sources, 
hich can be rectified technically. The difference increases 
n summer, i.e. when the estimated cloud cover is at its low- 
st. The absolute difference between day and night is not 
ainly a function of the cloudiness: it is mainly the result 
f the measurement method. One may try to relate it to 
he day-to-night length ratio, particularly in winter for the 
orthern areas of the Baltic Sea when darkness prevails over 
uch of the diel cycle. As could be expected, the lowest dif- 
erence was shown by the CALIPSO data series. The value of 
% is closest to the absolute day vs. night difference. Dis- 
egarding the averaging effects and lidar data modelling, 
t may be assumed that the differences between various 
ystems result from the methodology of cloudiness assess- 
ent. Chepfer et al. (2019) combine satellite observations 
f cloud profiles and relative humidity profiles to document 
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d
b
fi
d
t
t
i
t
r
c
l
o
i
i
a
t
n
a
t
i
t
d
g
c
s

5

R
a
c
p
f
g
m
b
b
u
l
t
t
m
c
n
t
a
o
g
t
c
c
i
c
b
m
r

R

A

B

B

B

B

C

C

C

C

E

E

F

G

H

J

J

J

J

iurnal variations in water vapour and vertical cloud distri- 
ution. While the average daily water vapour and cloud pro- 
les are different over the land and the ocean, their day-to- 
ay changes from their daily averages have similar charac- 
eristics. The relative humidity and optically thin cloud frac- 
ion profiles change together, reaching the maximum values 
n the troposphere at night and the minimum values during 
he day. It has been shown that when atmosphere over ter- 
estrial regions shows a diurnal positive anomaly for low thin 
louds, there are positive anomalies of opaque clouds in the 
ower atmosphere over oceanic regions in the second half 
f the night, which continue to grow until sunrise. Accord- 
ng to Bergman et al. (1996) , most of the diurnal variation 
n cloudiness is explained by regressions of only three vari- 
bles: the daily solar position, the surface temperature, and 
he cloud level. The diurnal variability of cloudiness does 
ot show a strong correlation with any climatological vari- 
ble, as the variations are geographically independent and 
hus highly consistent spatially. Bergman et al. (1997) , stud- 
ed the diurnal variation of cloudiness over time and found 
hat the effect of clouds on radiative fluxes is due to the 
iurnal variation of their properties. Time-averaged ener- 
ies are obtained from radial transfer calculations in which 
loud cover, temperature, and humidity are estimated from 

atellite observations. 

. Conclusions 

esults obtained with the algorithm proposed showed the 
verage cloudiness at night to be higher by a few per 
ent than during the day, the results being similar to those 
roduced by standard routines. This difference may stem 

rom natural or procedural causes. Therefore, regional al- 
orithms should not rule out the natural character of the 
arine environment. However, results of similar satellite- 
ased estimations should be treated with utmost caution 
ecause detection methods remain the primary source of 
ncertainty, which is usually explained by technical prob- 
ems associated with low quality of the data. Unfortunately, 
here is no reliable information which would confirm that 
he changes over the Baltic Sea are significant enough to 
odify atmospheric circulation and increase/decrease the 
loud amount by several per cent, which would suggest a 
atural cause of the changes. As the location and even the 
ime of the uncertainty are known, it is possible to develop 
 targeted correction method. For this reason, application 
f the algorithm results to environmental studies on a re- 
ional scale should consider the factors that have a poten- 
ial to improve the reliability of data. The obtained results 
an be successfully used to determine the average cloud 
over metrics over the Baltic Sea because the analysis is 
nter-seasonal and climate comparisons do not show much 
orrelation. Finally, the procedural factors responsible may 
e associated with radiation transmission through the at- 
osphere and, obviously, with the conditions of the solar 
adiation flux. 
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