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Automation of Measurements  
of Selected Targets of Photopoints  

in Application to Photogrammetric Reconstruction  
of Road Accidents

1.	 Introduction

The development of digital image processing methods makes it possible today 
to employ photogrammetric methods in different measurement systems used in 
various applications. The automation of measurements is here nearly always a con-
dition for a commercial success, enables the system to be operated by non-profes-
sionals, and reduces the time for training them. 

One of applications of photogrammetric methods includes the survey of a post-
accident situation in road traffic. The use of photogrammetry in that case seems to be 
absolutely normal: photos are taken at the accident site, which document, first of all, 
those remains which are later likely to be removed or damaged, like e.g. chips of glass, 
traces of vehicle braking, stains left by spilled automotive liquids, etc. Such photos, 
taken in accordance with specific rules, may be used for the photogrammetric recon-
struction of the geometry of selected objects and their location in relation to each other.

The recording of identified traces is objective by nature, that is why photogra-
phy provides full-value evidence in the process of road accident reconstruction. One 
should, however, bear in mind that only a series of photos of the same spatial situ-
ation, shot from various, carefully well-thought-out views and in accordance with 
specific rules can provide a full-value metric material. 

Photogrammetric measurements in post-accident surveys in Poland have been 
used for many years, although incidentally. In the 1970s and 1980s, some regional 
police headquarters had their own photogrammetry units and labs, and their job 
included recording images made with photogrammetric cameras and processing 
them with the use of analog stereoplotters. Obviously, such measurements were 
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A Review of Robust Estimation Methods 
Applied in Surveying

1. Introduction

Despite the continuous improvement of survey methods and advances made 
in survey equipment technology, the elimination of outliers still remains an issue 
today. When performing an adjustment one often assumes a very simple probability 
distribution of errors, such as a normal distribution. In classical statistics the correct-
ness of the results relies on the assumption, that the chosen errors distribution mod-
el is strictly true. This is, in fact, often not the case, as the large errors occur consider-
ably more often than the normal distribution would suggest. Even the high-quality 
samples analysed in astronomical research, containing several thousands of mea-
surements each, do not follow the normal probability distribution. Deviations from 
the model may occur due to e.g. blunders in measuring, incorrect point numbering, 
errors made during data copying etc. [12].

Although there exists a wide range of literature concerned with gross errors 
detection and elimination, this surveying problem is still being discussed. There are 
many so-called methods robust against the in uence of gross errors, which can gen-
erally be divided into two groups.

The  rst group includes methods based on the criteria of so-called robust esti-
mation. These methods minimise the in uence of the outlying observations on the 
 nal result of the computations by modifying of the observation weights.

The second of them consists of methods where results, obtained by the least 
squares adjustment are analysed with the use of statistical tests. In these methods an 
identi ed outlier is removed from the dataset. If multiple outliers occur, the iterative 
process of least squares adjustment is conducted and followed by tests. The observa-
tions suspected of gross errors are discarded from the dataset [1]. A few commonly 
used methods of these groups are presented below.
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