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The issues of healthcare-associated 
infections — the economic  
and social perspective

A B S T R A C T
The aim of the paper was to diagnose and analyse the rates of infections in Polish 
voivodships, and possible consequences from both economic and social perspectives 
of the changes in the levels of cases reported. For the analyses, data banks of Central 
Statistical Office in Warsaw were used, in particular, information on the incidence of 
infectious diseases and poisonings. The rates of changes and spatial concentration of 
the phenomena were investigated in the period between 2005 and 2015. For estimates 
of regional trends, the Shift-Share Analysis was adopted, and the pattern of spatial 
distribution was defined on the basis of location quotients. Extreme values of location 
quotients were observed in Warmińsko-Mazurskie for shigellosis, in Lubuskie for 
trichinellosis, and for AIDS in Dolnośląskie. Location quotient values allowed identifying 
regions with a higher spatial concentration of infectious diseases incidences, which in 
turn could indicate areas and cases where preventive actions should be improved or 
modified. The Shift-Share Analysis resulted in pointing out regions that recorded  
a positive change in infection rates. The obtained results also demonstrated that in 
some cases, the impact of structural changes influences the net rates of infections 
more than the local components. The obtained results directly indicated objects 
(regions) where attention should be paid to prevention. Especially, the results of 
spatial distribution and concentration allowed a reliable analysis of the state of 
population incidence rates, as well as answered questions concerning the origin of 
rates whether the change derived from structural, local or overall tendencies. Results 
could be adopted, for instance, in preventive strategies of local governments. The 
estimates might be beneficial from the perspective of the healthcare system, due to 
easier predictive scenarios of future infection and possible centres with the increase in 
incidence.
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Introduction

The healthcare sector is one of the key compo-
nents of any economy. During every parliament elec-
tion, slogans can be heard about the necessary or 
planned changes that a political formation is prepared 
to introduce immediately. Patients regularly experi-
ence failed attempts to effectively meet their needs for 
medical services, not to mention the quality improve-

ment. However, some of the changes, such as the 
introduction of the system for electronic verification 
of the eligibility to health benefits, are quite visible 
and have a positive connotation. With growing 
importance of IT technologies in the healthcare sys-
tem, the large quantity of collected data creates fur-
ther opportunities to differently define the use of 
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quantitative methods that were previously reserved 
for economic evaluation. 

The main objective of this paper is to analyse the 
spatial differentiation of healthcare-associated infec-
tion rates including their types and geographical 
diversification. The empirical research concentrated 
on the use of the methods of spatial statistics and 
econometrics: the method of shifts in both static and 
dynamic and spatial concentration. Due to the avail-
ability and comparability of data, the statistical analy-
ses were performed for the years 2005-2015. The 
source of the data was the Central Statistical Office in 
Warsaw.

1. Literature review

In 2002, four countries adopted legislation that 
required public health care organisations to disclose 
rates of healthcare-associated infections (HAI). 
Today, similar reports are being conducted in several 
other countries. Proponents of mandatory public 
reporting of HAI believe that disclosure of such 
information would improve the overall quality of 
health care by reducing HAI and give consumers the 
possibility to make more informed choices about 
their health (McKibben et al., 2005, pp. 217-226). 

Infection control and programmes dedicated to 
infection control are well organised and characterised 
by their complexity. However, a lot of scientific papers 
refer to nosocomial infections and their spread. In 
addition, it might be noted that most of the articles 
devoted to infections present relationship between 
the implementation of recommendations in this field 
and their application (for instance, conducting 
microbiological tests or washing hands). Another 
frequently encountered analysis is a comparison 
between infection occurrences on the international 
scale or between Poland and Europe.

Under the section of HAI, the Centres for Disease 
Control and Prevention (CDC) provides definitions 
and characteristics of most bacteria, viruses and 
pathogenic fungi causing infections (CDC, 2016). 
However, this description does not include analyses 
of the infections in the Data and Statistics module, 
which would undoubtedly respond to the needs of 
the infection analysis in terms of the decomposition, 
change or tendencies. In the paper International 
study of the prevalence and outcomes of infection in 
intensive care units (Vincent et al., 2009, pp. 2323-
2329), the authors focused on the global epidemiol-

ogy of infections, mostly in several world’s intensive 
care units (ICU).

In developing countries, healthcare-associated 
infections account for 10% of cases, and in the devel-
oped countries, they amount to 7% of patients under 
the medical and, mostly, hospital care. However, these 
infections must be controlled using antibacterial 
agents and immunity in combination with special 
antibiotic policy and infection control programmes 
(Cianciara, 2010). 

An effective monitoring system could have an 
important impact on the international and national 
level. Efforts are demanded from all relevant actors 
within the control and prevention of infections 
(Khan, 2017). What’s more, according to a study 
conducted under the supervision of the World Health 
Organization (WHO), in 2010, the average frequency 
of infections, including nosocomial infections repre-
sented within the countries of the Baltic Sea, 
amounted to 11.8% and in Europe 7.7% of total infec-
tions. In the Western Pacific Region, data on average 
indicated 9% of cases and 10% in Asia. However, due 
to disorganisation and the lack of convergence in the 
registration of infections, the two last-mentioned 
areas may be underestimated (Cianciara, 2010). This 
could easily indicate problems in determining the 
extent of hazards in this field, designing the appropri-
ate strategies, and consequently mapping as well as 
introducing them by local governments. The com-
parison of the organisation and control of nosocomial 
infections in Poland and European countries can be 
found in the work Organisation and infection control 
in Polish hospitals. The results of PROHIBIT pro-
gramme (Różańska, 2014, pp. 117-120). 

The Authors believe that insufficient materials 
are available for analysis, such as specific quantitative 
analyses, or guidelines, or even full and comprehen-
sive databases devoted to various issues related to 
infections, especially the time-cross-sectional distri-
bution (for instance, for Polish NUTS-2 spatial units). 
Furthermore, the socio-economical frame for infec-
tions rates in voivodship makes this problem impor-
tant from the perspective of the Authors as well as the 
society, which served as the basis for the Authors to 
undertake the research. 

Despite the rapid development of knowledge and 
diagnostic techniques, the degree of exposure to 
infections has not decreased. The frequency of infec-
tion rates may indicate the safety and quality of the 
healthcare system. Hence, the emphasis is placed on 
the impact on residents’ education, as well as the 
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medical community to benefit from this knowledge 
(Denys, 2013, pp. 17-18).

Infections (in the broad sense) have become an 
important issue for the healthcare system in Poland. 
They can be divided using many different approaches 
that generally depend on the multidisciplinarity of 
the perspective. The Act of 5 December 2008 on Pre-
venting and fighting infections and infectious diseases 
affecting humans, introduced an obligation to 
respond, register and supervise infected people as 
well as implement prevention and control of nosoco-
mial infections (Ustawa z dnia 5 grudnia 2008 r.  
o zapobieganiu…, 2008; Dziewa, 2012, pp. 56-63).

In the literature, many definitions of an infection 
can be found. In each definition, common explana-
tions are identified in accordance to which an infec-
tion is ‘an unplanned infiltration of infection into the 
body’, which can also be further elaborated by the 
explanation stating that it is a ‘penetration into the 
body and multiplication of the pathogenic microor-
ganisms that can cause disease’. For a disease to be 
induced, the resistance of the body must be overcome. 
If symptoms of an infection are located in the vicinity 
of an infection, the condition could be described as  
a local infection. When the infection is accompanied 
by symptoms of an Inflammatory Response, this situ-
ation is called sepsis (Mała Encyklopedia PWN, 1995, 
p. 989). There are many classifications of infections, 
for instance, infections can be divided into: 
• primary and secondary infections,
• local and generalised infection (sepsis),
• infection subclinical (asymptomatic), i.e. run-

ning infection without symptoms of a disease,
• infection abortifacient, i.e. having a mild and 

short course,
• superinfection — a re-infection with the same 

pathogen in the course of treatment or convales-
cence,

• reinfection — a re-infection with the same 
pathogen after recovery,

• food infection — an infection caused by patho-
genic microorganisms present in food and water 
that entered through the digestive system,

• nosocomial infection — any infection associated 
with a hospital stay,

• endogenous infection — infection caused by the 
resident flora,

• mixed infection, caused by several different 
pathogens at the same time,

• droplet infection — an infection caused by 
pathogenic microorganisms that are found in 
inhaled air (Podręczny…, 1996, p. 781).

Furthermore, in the lexicon of medicine, a conta-
gion is also defined as an infection. Depending on the 
virulence of pathogenic and the number of infectious 
agents, the reactivity of microorganisms and the place 
of penetration develops a contagious disease or a 
“silent infection”, or results in a harmless infection 
which indicates a symbiotic coexistence with a physi-
ological microbial flora, for example physiological 
microbial flora (Podręczny…, 1996, p. 781).

Infection can occur through several ways, such as 
air-pollen, ingestion (oral), direct and indirect con-
tact, and by tearing of tissues. It needs to be high-
lighted that the risk of infection factors (nosocomial, 
for example) depends on the health condition of  
a patient, including:
• age, malnutrition, immunological deficiency, 
• general disease, such as multi-organ injuries, 

diabetes, congenital and acquired immunodefi-
ciency syndromes, 

• comorbidity, such as chronic renal failure, the 
use of medications without indications, bedsores, 
long-term use of antibiotics, children staying at 
home, alcoholism, cirrhosis, organ transplanta-
tion (Profilaktyka…, 2016).
The research on the management of healthcare 

services, including the quality of research, must be 
carried out in accordance with the general principles 
of quality of health care. This means that various ele-
ments, such as technical, management, information, 
economic, administrative, medical and marketing 
fields, must operate together (Opolski et al., 2003,  
p. 29).

The quality of healthcare consists of many 
dimensions that can be assessed such as effectiveness 
(based on current scientific findings) and efficiency 
(use of economic analysis of different treatments), 
availability of services, safety, adaptation of services 
to existing needs of patients and ensuring equal 
access to services for all patients (Czerw et al., 2012, 
pp. 269-273).

1.1. Economic and social costs of infec-
tions

Infection surveillance is one of the priorities of 
healthcare in many countries around the world. This 
is an important element for the organisation of health 
care for patients and payers, health care management 
entities, doctors, economists and lawyers 
(Wójkowska-Mach, 2009, p. 87). A common phe-
nomenon in healthcare is an excess of the demand for 
health services compared to the available health 
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resources. The ideal situation occurs when health 
programmes, as well as a new medicine, is analysed 
not only for the effectiveness and efficiency of medi-
cal care but also in terms of economic viability. 
Depending on the needs, costs of infections also 
involve the assessment of intervention and preven-
tion and should be analysed essentially on two levels: 
macro (the economy) and individual (Różańska, 
2009a, p. 80). 

Cost analysis can be conducted from various 
perspectives depending on the needs and the purpose 
of an analysis. The economic analysis in healthcare 
introduces mainly two types of costs: direct and 
indirect. At the macroeconomic level, the society is to 
incur all the costs associated with infections, includ-
ing indirect costs resulting from, for instance, a delay 
in the return of patients to daily activities in a certain 
profession, and also direct costs associated with the 
patients’ treatment. The indirect costs may consist of:
• higher costs as various types of social benefits,
• lower budget income resulting from the drop in 

productivity,
• premature deaths,
• opportunity costs of investing limited resources 

in treatment of cases with complications.
Direct costs are more tangible and easily mea-

sured. They cannot be missed regardless of the per-
spective of the scale. Direct costs (for the previously 
mentioned nosocomial infection) may consist of 
infection-related extension of hospitalisation, cost of 
staying at a hotel for the family and significant others, 
costs of antibiotics, additional therapeutic and diag-
nostic procedures, and labour costs of health profes-
sionals (Różańska, 2016, pp. 535-537).

When speaking on infections, the most impor-
tant issue is measuring the rates of occurrences, while 
this strictly results from healthcare settings (Khan et 
al., 2015, p. 512). Due to the heterogeneity of infec-
tions, a situation may occur that infection rates show 
similarities, but in fact, cases differ from each other 
by the location of the disease. Not only the knowledge 
on the type of infection and its location is essential: it 
comes as no surprise that preventive methods, the 
level of safety precautions and infection management 
differ depending on whether the health care facility is 
public or private. The complexity of the issue results 
in measuring the cases (Fig. 2), leading to the short-
age of appropriate, comparable data.

As an example of the complicity in the data col-
lection on issues associated with healthcare infec-
tions, the literature and reports repeatedly describe 
few examples of characteristic (the MRSA: reports on 
rates of cases can be found in the European Centre for 
Disease Prevention and Control).

The summary indicators place Poland in the 2nd 
group ranging between 5–20% of hospital-associated 
infections that were classified as resistant. It is also 
easy to identify the tendency that the rate level 
increases depending on the environmental condi-
tions, for instance, more cases of resistant infections 
were reported under conditions conducive to disease 
development (Cyprus or Spain) than under unfa-
vourable locations (Finland, or Sweden). This 
increases the importance of the location factor.

 

 

Macroeconomic level 

costs from  
the society's perspective  

indirect costs  
(important to analyse ) 

Microeconomic level 

in relation to the three major groups:  
patients, payer, care provider (hospitals, for example) 

 
 

 
 

Measuring the rates/no. of cases 

Types of infectious 
ogranism/Organisms' 

heterogenicity   
Location in the body 

Comparing the rates/no. of cases 

Hospital type: 
private or public 

Serivces provided  
by the facility 

Fig. 1. Classification of costs levels 

Source: authors’ elaboration based on (Różańska, 2009b, p. 81).

Fig. 2. Measurement and comparison of rates

Source: authors’ elaboration based on (Khan et al., 2015, p. 512).



Volume 9 • Issue 2 • 2017

25

Engineering Management in Production and Services

care systems of Euro-
pean countries.

The mentioned 
examples indicated 
that the techniques 
became widely used 
due to the multidi-
mensional data on the 
healthcare system: 
temporal-sectoral (or 
s e c t i o n a l ) - s p a t i a l 
dimensions, at the 
same time allowed 

conducting multi-faceted analyses, needed for health 
managers.

2.1. Spatial distribution

The research on spatial concentration and 
inequality in economy results presents a combination 
of two major classical trends: on the one hand, the 
study on the income inequality and poverty (Sen, 
1973) and on the other, the analysis of the industry 
concentration (Hannah & Kay, 1977). The theoretical 
and practical interest in studying the spatial concen-
tration derived additionally from the theory of New 
Geographical Economy, New Trade and Neoclassical 
Theories. 

For the purposes of spatial distribution analysis 
as a basic method, location quotients (LQ) are often 
used. Due to the easiness of calculation and interpre-
tation, LQs allow identifying regions, areas or places 
that indicate a higher spatial concentration or even 
regional specialisation. The LQ indices compare the 
regional distribution of values of the selected vari-
ables with the distribution of the variable at the 
national level; it can be calculated as follows:

          
 

where: xri — variable values for the r-th region and 
the i-th section, xr — variable values for the r-th 
region, zi — variable values for the i-th section, z — 
the total variables value.

If the LQ measure equals unity (LQ=1±0.15) than 
the distribution of the variable located in the region is 
similar as in the referential object, i.e. the national 
level. Respectively, on excessed or deficient levels of 
the spatial concentration of variable values, one can 
judge when LQ amount to much higher or lower 
ratios, differing from the uniform distribution.

/
/

i ri r
r

i

x xLQ
z z

=

2. Research methods

Nowadays, quantitative methods are perceived as 
a necessity in the analysis of the socioeconomics. The 
need to analyse is particular to the health sector. 
Quantitative techniques are more frequently incor-
porated into healthcare analyses to help make difficult 
decisions, for instance, regarding the financing of one 
health programme at the expense of others. Any deci-
sions made from the societal point of view should be 
supported with appropriate tools, measures and 
techniques.

Few elaborations on the use of the Shift-Share 
Analysis (SSA) in healthcare are available, while in 
general, the SSA was used in the description of eco-
nomic changes. However, the technique, previously 
reserved by statistics and econometrics, is success-
fully adopted in healthcare analyses. This tendency 
can be illustrated by an increasing number of publica-
tions and articles in the domestic and foreign litera-
ture as well. Hoppes (1997, pp. 35-45) sets an example 
on incorporating SSA for the analysis of healthcare 
death rates by disease. In terms of the domestic 
research, one should indicate numerous applications 
of the Shift-Share modelling, spatial distribution and 
concentration analysis, and spatial dependency test-
ing. A similar pattern to the Hoppes’s research but 
realised on a larger scale and from a different per-
spective (with some spatial modifications) could be 
seen in the study by Jewczak and Żółtaszek (2011,  
pp. 87-100), where authors focused on health-related 
causes of death and conducted the analysis for multi-
ple objects and causes of deaths. Rozpędowska-
Matraszek (2009, pp. 87-100) incorporated the 
Shift-Share modelling in healthcare analysis to inves-
tigate the employment restructuring changes, 
whereas Jewczak and Suchecka (2014, pp. 30-38) 
investigated the changes in the financing of health-

Tab. 1. Methicillin-Resistant Staphylococcus Aureus (MRSA) % of hospital-acquired infections being 
resistant in 2012–2015

MRSA % of hospital-acquired infections being resistant
Types of technology

GROUP 1
> 20%

GROUP 2
5 – 20%

GROUP 3
< 5%

Croatia, Cyprus, Greece, 
Hungary, Italy, Malta, Portugal, 
Romania, Slovakia, Spain

Austria, Belgium, Bulgaria, 
Czech Republic, France, 
Germany, Ireland, Latvia, 
Lithuania, Luxembourg, Poland, 
Slovenia, Switzerland, UK

Denmark, Estonia, Finland, 
Iceland, Netherlands, Norway, 
Sweden

Source: author’s elaboration based on (ECDC EARS-net database, 12.12.2016). 

(1)
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2.2. Rates of changes — the analysis of 
growth  

The Shift Share Analysis was firstly proposed in 
the late 1950s as a method for studying the diversity 
of the regional growth (Nazar & Hewings, 2004, pp. 
476-490). It allows for the decomposition of changes 
which have occurred in values of considered variables 
on components, such as:
• local (connected with the geographic location of 

the region, its competitiveness or inner diversity), 
• ross-sectoral (connected with structural diver-

sity), 
• global (connected with the improvement at the 

national level).
The values of the examined variables are weighted 

according to their share in the referential variable 
(reference category) in accordance with a pair of 
selected time points. The Shift Share model in the 
basic form can be defined, as follows (Suchecki, 2010, 
pp. 163-165):

where: xri — variable values for the r-th region and 
the i-th section in the initial period, x*ri — variable 
values for the r-th region and the i-th section in the 
final period, zri — referential variable values for the 
r-th region and the i-th section in the initial period, 
z*ri — referential variable values for the r-th region 
and the i-th section in the final period of analysis, 
ur•(i) — weights/regional shares defined as:

  
  

txri — the regional change rate for the r-th region 
and the i-th section, defined as:

   
txr• — the average change rate for the r-th region, 
defined as: 

   
tx•i — the average change rate for the i-th section, 
defined as: 

( ) ( )• •• •( ) • •• •( ) •r r i i r i ri i
i i

tx tx u tx tx u tx tx− = − + −∑ ∑

•( )
ri

r i
rii
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u

z
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∑
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x x
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x
−
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tx•• — the average global change rate, defined as:  

  
Often, in practical applications, a simplified version 
of the model is adopted. In this version, the SSA can 
be defined as follows: 

           
where:

         
indicates the net effect value, 

  
states for the structural component effect and

  
presents the local component effect.

In the initial assumption, the classical SSA 
approach method uses a fixed weight, and, therefore, 
does not take into account the possible changes in the 
reference variable. If analysed points are not too 
remote in time, the adoption of fixed weights does 
not generate significant errors. However, if the vari-
ables are tested over several years, the assumption of 
fixed weights appears to be unjustified, and it indi-
cates analysing the consecutive periods in a stringwise 
manner. Numerous modifications to solve this and 
other problems of SSA methods have been made that 
could be summarised schematically using the Fig. 3.

In 1988, Barff and Knight (1998) corrected the 
classical SSA with a dynamic approach, in which for 
each pair of consecutive periods of time, to update 
the weights, the SSA model is determined and the 
corresponding effects are further summed up as fol-
lows: 

   
where: t — indicates a period.

Subsequent modifications were made in 2004 by 
Nazar and Hewings (2004, pp. 476-490), who pro-
posed introducing spatial weights matrix W 
(Suchecki, 2010, pp. 105-107, 194-198) into the clas-
sical SSA model to consider the spatial interactions 
(dynamic spatial SSA is also possible). 
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Both the spatial distribution (concentration) and 
the Shift Share Analysis require data summarised in  
a contingency table. For this reason, the analyses are 
conducted simultaneously and in some sense results, 
although LQs and SSA indicate different phenomena, 
could be interpreted in a complementary manner.

3. Research results

The contingency table consisted of data on inci-
dences of infectious diseases and poisonings in years 
2005–2015. The Local Data Bank (LDB) of the Cen-
tral Statistical Office (CSO) in Warsaw was the source 
of data. To evaluate the spatial units, the NUTS-2 
division was adopted (split into voivodships). 

where the first line represents the level for 2005 and 
the second one for 2015. The intensity of the phe-
nomena apart from the quotient value was illustrated 
by the background pattern. The spatial diversification 
analysis allowed identifying the outstanding levels of 
concentration for trichinellosis in Lubuskie, shigello-
sis in Warmińsko-Mazurskie, and AIDS in 
Dolnośląskie. From the results of the analysis, the 
overall tendencies outline that the level of concentra-
tion decreases with time. Of course, from the view-
point of the society, the lack of incidences or low 
values of LQ indicate the absence of infections, which 
is a positive development.

The desired changes in tendencies also confirmed 
the results of the SSA (Tab. 3).

As it could be observed, the national (referential) 
growth rate amounted to -27.29% for static and 

 

 

Classical approach to SSA 

Deterministic approach 

Dynamic SSA Spatial SSA Dynamic and 
spatial SSA 

Stochastic approach 

Variance analysis  
(SSANOVA, SSANOVA2) 

Panel SSA 
(Berzeg) 

Fig. 3. Classification of Shift-Share Analysis methods

Source: authors’ elaboration based on (Żółtaszek & Jewczak, 2011, p. 145).

While comparing the regional/spatial distribu-
tion, only the initial and final time periods were used 
(the 2005 and 2015); however, the SSA presented in 
the paper was conducted in static and dynamic 
schemes and the results were further compared to 
indicate the differences in estimates of the approaches. 

It should be emphasised that statistical data pre-
sented in the LDB of the CSO, despite merging differ-
ent classifications of infections, allowed for data 
aggregation to a contingency table; in the final data-
base, the following list of infections was used: tetanus, 
whooping cough, measles, viral hepatitis type B, C 
and A, rubella, AIDS, salmonella, shigellosis, other 
bacterial food intoxications, acute diarrhoea in chil-
dren under 2 years, scarlet fever, bacterial meningitis 
and/or encephalitis, viral meningitis, viral encephali-
tis, mumps, trichinellosis.

Results presented in Tab. 2 summarise the spatial 
diversification comparison and its change over time. 
The columns represent regions with the abbreviations 
given below. For each infection type and voivodship, 
LQ values were calculated in the manner of pairs, 

-14.72% for a dynamic approach. In both cases, esti-
mates confirmed a decrease in the number of inci-
dences of infectious diseases reported on the national 
level. The regions that recorded a positive change in 
rates of infections showed a “negative” level of the net 
effect. The obtained results also demonstrated that 
the impact of structural changes in some cases (in 
Podkarpackie, for example) was stronger than local 
factors; however, the regional changes were mostly 
affected by the local component. In Dolnośląskie, the 
increase in the number of infections was the result of 
changes in the structural distribution due to the posi-
tive (decreasing) influence of local activities. It is 
worth mentioning that the rank of Świętokrzyskie 
Voivodship, where the highest limitations in the 
number of infections were estimated as rates indi-
cated (especially for the dynamic SSA), this desirable 
situation was a consequence of the complexed lower-
ing of several infections. 

On the other hand, it cannot be overlooked that 
some regions noted a rapid increase in the rates of 
infections, for instance: Lubuskie, Pomorskie and 
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Tab. 2. Estimates of the concentration — values of location quotients LQ

Infections
Voivodships

DL KP LUL LUS LO MP MZ OP PK PD PM SL SW WM WP ZP

Tetanus
1.50 0.98 4.18 0.58 2.65 3.56 1.46 2.13

1.52 3.28 1.42 4.16 0.50 3.61 1.74 1.86

Whooling 
cough

0.34 0.97 0.28 0.78 3.83 0.49 1.71 1.59 0.32 3.53 1.13 0.62 0.38 0.38 0.53 0.32

0.55 1.40 0.54 0.54 2.32 0.97 1.36 0.54 0.48 1.55 0.66 0.94 0.31 0.32 1.82 0.60

Measles
1.29 3.48 0.59 2.55 1.69 3.69

1.52 0.33 2.30 0.99 0.93 0.56 0.70 0.25 0.35 1.58 5.12

Viral hepatits 
type B

2.83 0.80 0.89 2.13 1.82 0.74 0.86 1.13 0.69 0.75 1.67 0.99 0.96 0.46 0.67 0.76

1.37 1.45 0.49 0.74 1.51 0.28 0.41 0.99 0.57 1.13 1.51 1.57 0.55 1.32 1.28 1.23

Viral hepatits 
type C

2.72 0.84 1.13 3.52 1.51 0.42 0.99 0.40 0.63 0.37 2.23 0.86 1.99 0.42 0.63 0.82

1.79 1.68 1.24 1.65 1.46 0.43 0.58 0.89 0.72 0.88 0.55 1.14 1.22 1.39 1.26 1.12

Viral hepatits 
type A

0.83 0.44 2.99 0.92 1.67 0.85 2.94 2.18 1.22 0.75 0.32 0.42 2.69

0.37 0.63 1.20 2.78 2.45 0.97 0.88 2.18 0.68 0.25 1.20 0.44

Rubella
2.83 1.37 0.42 1.68 0.94 0.81 1.38 0.80 1.30 0.95 0.90 1.56 0.70 0.74 0.72 0.93

1.22 1.86 0.94 1.88 0.49 0.85 0.97 1.27 1.57 0.88 0.57 0.96 0.95 1.18 1.26 1.60

AIDS
8.56 0.55 0.74 1.34 1.20 0.65 0.38 0.57 0.85 1.58 0.86 0.12 1.62 0.33 0.29

3.73 0.38 0.61 0.32 1.81 0.33 0.45 1.42 0.22 2.19 1.83 0.97 2.52 0.76 1.65

Salmonella
1.22 0.95 1.38 2.73 0.92 1.69 1.12 0.74 1.85 1.38 1.63 0.63 0.54 0.85 0.54 1.48

0.94 0.82 1.54 0.62 1.35 1.15 0.96 0.95 1.92 1.17 0.78 0.73 1.13 1.40 0.93 0.70

Shigellosis
0.14 1.13 0.75 0.29 1.49 1.34 1.93 0.30 11.85 3.99

1.80 0.95 5.00 0.33 0.67 1.40 1.91

Other 
bacterial 
food 
introxications

2.27 0.37 0.27 2.13 0.97 1.33 0.36 0.35 0.26 2.96 3.50 1.53 0.25 0.88 0.28 3.82

2.59 0.44 0.12 2.89 0.54 0.19 0.59 0.39 0.46 0.64 0.49 3.32 2.19 0.33 0.36 1.12

Acute 
diarrhoea in 
children 
under 2 years

1.30 0.76 0.78 0.36 0.93 0.96 0.84 0.52 1.64 1.71 1.81 0.92 1.70 1.94 0.76 0.76

0.94 0.79 1.17 1.36 0.85 1.19 0.98 1.36 1.17 1.12 1.92 0.81 0.97 1.14 1.97 0.92

Scarlet fever
2.49 0.76 0.36 2.14 0.72 1.38 1.17 1.82 0.87 0.71 1.58 1.46 0.38 2.87 0.69 0.84

0.94 1.18 0.76 0.92 0.84 0.92 1.20 1.78 0.64 0.52 1.74 1.20 1.96 0.63 0.85 1.18

Bacterial 
meningitis 
and/or 
encephalitis

0.94 0.72 0.53 3.46 0.76 1.27 1.37 1.15 1.15 1.82 1.74 1.50 0.82 1.44 0.52 1.46

1.43 1.19 1.13 1.89 1.80 0.88 0.56 1.38 1.14 0.92 0.83 1.18 1.98 1.75 0.83 1.48

Viral 
meningitis

0.83 0.90 0.44 1.13 0.29 1.41 0.77 1.14 3.13 4.85 1.32 0.47 0.45 1.39 0.54 2.67

1.27 0.91 0.46 1.58 0.74 0.75 0.44 1.88 1.72 4.47 1.15 0.44 0.83 2.75 0.79 1.63

Viral 
encephalitis

0.92 0.19 0.23 0.25 0.15 0.80 2.26 3.27 1.42 1.41 0.39 0.29 3.57 0.62 0.75

0.93 0.56 0.82 0.14 0.75 0.55 0.57 0.95 0.98 1.66 0.48 0.50 1.65 3.38 0.43 0.82

Mumps
0.36 1.16 1.23 0.32 1.00 0.98 0.99 1.22 0.71 0.52 0.36 1.93 1.28 0.71 1.33 0.87

0.82 1.32 1.52 1.23 0.72 0.87 0.86 1.39 0.85 1.66 0.84 1.14 1.82 0.76 0.94 1.37

Trichinellosis
1.93 0.43 1.33 0.56 6.24 0.41

0.67 17.11 3.94

Source: authors’ elaboration based on the statistical database of the Central Statistical Office in Warsaw.

Note: DL - Dolnośląskie, KP - Kujawsko-Pomorskie, LUL - Lubelskie, LUS - Lubuskie, LO - Łódzkie, MP - Małopolskie, MZ - Mazowieckie, OP - Opolskie,  
PK - Podkarpackie, PD - Podlaskie, PM - Pomorskie, SL - Śląskie, SW - Świętokrzyskie, WM - Warmińsko-Mazurskie, WP - Wielkopolskie, ZP - Zachodniopomor-
skie.
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Małopolskie. The unfavourable situations resulted 
mainly from the local conditions and regional factors. 
The estimates should be of particular interest to local 
authorities.

The differences in estimates resulted from SSA 
approaches applied in the research and should be 
labelled as significant, indicating the preference for a 
complexed, and at the same time, more accurate 
dynamic analysis. 

4. Discussion of the results

It is complicated to receive reliable data on 
healthcare infections to calculate their direct impact 
on the economy and society, with direct and/or indi-
rect cost for the system. As already mentioned,  
the research indicated that various Authors focus on 
the issue of infections differently; at the same time, 
the data accessibility differs depending on the aim of 
analysis. These implications result from the fact that 

each infection incidence has its conditioning, for 
example, location, environmental determinants, and 
different origin. The database of the European Centre 
for Disease Prevention and Control (ECDC) indicates 
that it is possible to reduce the number of infection 
cases. This is also confirmed by this paper. It is unde-
niable that there was a significant decline in the 
number of infection cases. The differences in esti-
mates, however, indicated the use of more complex 
methods, such as stochastic SSA approaches or spatial 
SSA analyses.

Hoppes (1997) indicated that the use of the SSA 
results was important due to possibilities to investi-
gate the general trends (the national growth rates), 
the influence of a disease (structural growth rates), 
and the local conditions (the competitive advantage/
disadvantage). Clearly, the specific SSA results may 
turn out useful in the design of preventive health 
programmes, allowing the forecast of their scope, 
range and location. 

Positively, from the perspective of the society, it 
should be evaluated that the national growth rate is 

Tab. 3. Estimates of the effects for the SSA — the summary of static and dynamic approach with a comparison [%]

Voivodship

SSA effect for static 
approach

SSA effect for dynamic 
approach Module differences of effects

Net Struc-
tural Local Net Struc-

tural Local Net Struc-
tural Local

DL 16.97 42.30 -25.33 15.40 56.35 -40.95 0.38 14.05 15.62

KP -21.20 -14.56 -6.65 -4.48 9.55 -14.02 18.41 24.10 7.38

LUL -29.92 -22.12 -7.79 -23.37 78.27 -101.64 7.30 100.39 93.84

LUS 103.48 24.42 79.06 124.96 24.36 100.60 27.67 0.06 21.54

LO -1.58 4.64 -6.23 13.21 -7.35 20.55 15.53 11.99 26.78

MP 36.93 2.61 34.32 100.40 -3.78 104.18 63.58 6.39 69.86

MZ 20.00 0.52 19.48 26.76 11.06 15.70 7.12 10.54 3.78

OP -6.13 -15.12 8.99 9.74 -25.17 34.90 17.01 10.05 25.92

PK -0.20 19.54 -19.75 4.93 21.29 -16.37 6.85 1.75 3.38

PD 12.65 31.85 -19.21 16.81 -11.87 28.69 6.95 43.73 47.89

PM 60.22 49.49 10.73 61.83 40.80 21.03 3.08 8.69 10.31

SL -3.24 -6.33 3.09 4.75 8.47 -3.72 7.99 14.80 6.81

SW -39.96 -16.47 -23.50 -71.88 -69.76 -2.11 31.54 53.30 21.38

WM -19.69 44.77 -64.45 -34.77 13.24 -48.02 13.18 31.52 16.44

WP -21.88 -21.84 -0.03 13.17 -53.71 66.88 35.72 31.87 66.92

ZP 21.53 -9.74 31.28 33.66 10.55 23.11 12.86 20.29 8.17

Total effect 127.97 113.96 14.01 291.12 102.30 188.82 Absolute national growth rate 
difference

National growth rate -27.29 -14.72 12.57

Source: authors’ elaboration based on (the statistical database of the Central Statistical Office in Warsaw).

Note: abbreviations as in Tab. 2.



30

Volume 9 • Issue 2 • 2017
Engineering Management in Production and Services

negative, which indicated the decrease in the number 
of incidence of infections. However, while interpret-
ing the values of section net rates (for a specific dis-
ease), one can conclude that in some instances, the 
number of cases increased rapidly, for example, mea-
sles, whooping cough, scarlet fever or acute diarrhoea 
in children under two years of age. This necessitates 
considering the results of the dynamic approach as 
more reliable as the same conclusion was derived 
from the research on health-related causes of deaths 
(Jewczak & Żółtaszek, 2011). 

The analysis was also performed for rates of 
incidence of infections in conversion to the number 
of regional inhabitants to confirm the correctness of 
previously adopted schemes. Although there were no 
significant differences, one should bear in mind that 
the state of being infected might not be recorded in  
a location of permanent residence that is the evidence 
for further spatial/territorial modifications of the 
Shift-Share Analysis.

Conclusions

Summarising the analyses and research, it should 
be emphasised that the spatial concentration of infec-
tions weakens in time, which could be indicative of 
positive changes for the economy (the budget), 
healthcare (the system), and society (the patients). 
This conclusion might be beneficial from the perspec-
tive of the healthcare sector due to easier predictive 
scenarios for future infections and possible centres of 
the increase in incidence as well as the economic and 
societal costs. Moreover, results showed that for some 
types of infections, a location played an important 
role. This assumption was indirectly confirmed by the 
documentation of the European Centre for Disease 
Prevention and Control. 

Although the SSA does not indicate the factors 
influencing the level of infection cases or their spatial 
distribution, its results are useful to identify and cat-
egorise the reasons for observed changes, helping to 
make justified decisions, while allocating the 
resources in the healthcare system. 

The Shift Share Analysis indicated regions that 
experienced relatively higher rates of changes in the 
number of reported cases: the growth rate amounted 
to -27.29% for static and -14.72% for the dynamic 
approach and in both cases, the estimates confirmed 
a decrease in time, which implies a higher safety of 
local societies. Beside the net growth (or the net 

effect), the SSA revealed the background of those 
fluctuations, whether it was an influence of local 
conditions or structural (typological) changes. Espe-
cially, those results should be wisely adapted, for 
instance, in preventive strategies of local or national 
governments. 

Finally, the results also confirmed the disadvan-
tage of static approaches in favour of more developed, 
accurate approaches. The estimates showed that 
applying the constant distributional rates for the 
analysis of the phenomena of high volatility results in 
revalued levels of net, structural and local effects.
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