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Abstract: We consider Helmholtz problems in two and three
dimensions. The topological sensitivity of a given cost function J(uǫ)
with respect to a small hole Bǫ around a given point x0 ∈ Bǫ ⊂ Ω
depends on various parameters, like the frequency k chosen or certain
material parameters or even the shape parameters of the hole Bǫ.
These parameters are either deliberately chosen in a certain range,
as, e.g., the frequencies, or are known only up to some bounds. The
problem arises as to whether one can obtain a uniform design using
the topological gradient. We show that for 2-d and 3-d Helmholtz
problems such a robust design is achievable.

Keywords: topological derivative, shape optimization, inverse
problems, Helmholtz problem, numerical methods, complex vari-
ables

1. Introduction

1.1. General framework of compound asymptotics method for ellip-

tic boundary value problems

An efficient method of shape and topology optimization is called the topological
derivative method, see Novotny and Soko lowski (2013, 2020). In contrast to the
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boundary variations technique, the shape gradient obtained by the topological
derivative method allows for the topology changes of the domain of integration.

The topological derivatives (TD) are obtained using the asymptotic methods
for singular perturbations of geometrical domains for elliptic PDE’s. In practice,
the continuous TD is used for the associated discrete problems. Namely, the
approximation of solutions to the PDEs by the finite element (FE) method is
employed in numerical methods of shape and topology optimization. Therefore,
the robustness with respect to parameters of formula for TDs is required to
obtain meaningful numerical results by an application of the TD method in
shape optimization or in inverse problems. Such results are derived here for the
representative case of the Helmholtz boundary value problems. The method
used is general and could be repeated for the elliptic boundary value problems.
The numerical results confirm the robustness of TD for a model problem useful
for applications.

The technique, used for approximation of solutions to boundary value prob-
lems with small size geometrical singularities, employs the so-called interior and
exterior asymptotic expansions in two regions of the geometrical domain. The
asymptotic expansions depend on the small parameter, which measures the size
of the defect. Let us recall that the size of the defect in the form of a hole is
measured by its Newtonian capacity. We refer for the details to the monograph
by Arlen M. Il’in (1992).

1.2. The topological derivative method in shape optimization

The topological derivative has been specifically conceived to provide a precise
information on the sensitivity of a given shape functional with respect to topo-
logical domain perturbations. It appears in the first term of the asymptotic
expansion of the shape functional with respect to a small parameter measuring
the size of the perturbation under consideration, typically a hole, an inclusion,
a source-term, or a crack.

The origin of the topological derivative method in optimal design can be
dated to the work by Schumacher (1995) on the optimal location of holes within
elastic structures. It is nevertheless worth mentioning the prior related mathe-
matical developments on the asymptotic behaviour of solutions to singularly per-
turbed boundary value problems and on the notions of polarization and capacity
matrices. These objects are essential ingredients in the formulation of topologi-
cal derivatives. The first mathematical justifications for topological derivatives
in the framework of partial differential equations are due to Soko lowski and
Żochowski (1999) and Garreau, Guillaume and Masmoudi (2001), in the con-
text of the Poisson equation and the Navier system for Neumann and Dirichlet
holes.

In the last decade, the topological sensitivity analysis has become a rich and
fascinating research field that combines the modern theory of calculus of vari-
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ations, partial differential equations, differential geometry, numerical analysis,
physics, engineering and computational mechanics. The field grew up rapidly to
develop many extensions and address a variety of physical and industrial prob-
lems. The topological derivative method has applications in shape and topology
optimization, geometrical inverse problems, image processing, multi-scale mate-
rial design and mechanical modelling, including damage and fracture evolution
phenomena. See, for instance, the books by Novotny and Soko lowski (2013,
2020), and by Novotny, Soko lowski and Żochowski (2019).

In this paper, we consider a class of shape/topology optimization problems
governed by the Helmholtz equation in two and three spatial dimensions. The
topological derivatives, associated with the nucleation of inclusions as well as
holes endowed with homogeneous Dirichlet or Neumann boundary conditions,
are presented. In particular, we show that the topological derivative is robust
with respect to variations in the working frequency and system parameters.
Finally, we present some applications of the topological derivative method in
the context of imaging of small scatters from boundary measurements.

2. Shape optimization for Helmholtz boundary value prob-

lems

The problem, which we want to consider in this paper is motivated by applica-
tions in acoustic and electromagnetic scattering, in which, according to a given
cost or merit function, the topology of the domain has to be optimized, in par-
ticular using topological sensitivities. More specifically, given a domain Ω ⊂ Rd

d = 2, 3, we consider solutions u(x, t), (x, t) ∈ Ω × [0, T ] of the wave equation
(Assous, Ciarlet and Labrunie, 2018)


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































∂2

∂t2
u = ∆u, in Ω × (0, T )

u = 0 on Γ0 × (0, T )

∂

∂n
u = γ

∂

∂t
u+ h on Γ1 × (0, T )

u(·, 0) = u0,
∂

∂t
u(·, 0) = u1 in Ω,

(2.1)

where ∂Ω = Γ0 ∪ Γ1. Upon denoting uΩ := u one is interested in evaluat-
ing a cost-function J(Ω) := J(uΩ). One then poses the shape- or topology-
optimization problem

J(Ω∗) := inf
Ω
J(Ω), (2.2)

where Ω may be chosen in a given class of sets. See Sokolowski and Zolésio
(1992), Henrot and Pierre (2005) as standard references in shape optimization.
While the classical ’speed-method’ in shape optimization, where the shapes un-
dergo a flow driven by ’shape-gradients’, will not allow for topology changes,
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the notion of ’topological gradients’ aims precisely at ’digging a hole’ into the
domain, thereby changing the topology locally, which gives rise to further in-
spection, e.g., using the speed-method.

To be more precise, let us introduce an open subset B ⊂ Rd such that 0 ∈ B

and a point x0 ∈ Ω such that Bǫ(x0) := x0 + ǫB ⊂ Ω, ∀ǫ ∈ [0, ǫ0). Then one
introduces the topological derivative as follows

T (x0) := lim
t→0+

J(Ω \Bǫ(x0)) − J(Ω)

|Bǫ(x0)|
. (2.3)

If T (x0) < 0, then a topology change at x0 will decrease the cost function,
and, consequently, a shape-step may be used or the procedure is repeated in
the neighborhood of x0 etc. This procedure has been developed in Sokolowski
and Żochowski (1999a,b, 2001). Topological sensitivities have become a major
tool in shape and topology optimization. See Amstutz & Novotny (2010), Mas-
moudi, Pommier and Samet (2005), Allaire, Jouve and Toader (2004), mostly
for the analysis of classical material and numerical implementation, and Bon-
net and Guzina (2004), Guzina and Chichikev (2007), Hintermüller (2005) and
others for applications, e.g., in mechanical engineering, geophysics and medical
imaging. The number of articles has increased tremendously, so that seeking a
complete list of references is inordinate. See the special issue on the topological
derivative method and its applications in computational engineering, recently
published in the Engineering Computations Journal (Novotny, Giusti and Am-
stutz, 2022), covering various topics ranging from new theoretical developments
(Amstutz, 2022; Baumann and Sturm, 2022; and Delfour, 2022) to applica-
tions in structural and fluid dynamics topology optimization (Kliewe, Laurain
and Schmidt, 2022; Romero, 2022; and Santos and Lopes, 2022), geometri-
cal inverse problems (Bonnet, 2022; Canelas and Roche, 2022; Fernandez and
Prakash, 2022; Le Louër and Rapún, 2022a,b), synthesis and optimal design
of metamaterials (Ferrer and Giusti, 2022; Yera et al., 2022), fracture mechan-
ics modelling (Xavier and Van Goethem, 2022), up to industrial applications
(Rakotondrainibe, Allaire and Orval, 2022) and experimental validation of the
topological derivative method (Barros et al., 2022).

Among the problems of mathematical physics that have been investigated so
far are Helmholtz-type problems in 2-d and 3-d, where we would like to mention
in particular the work by Samet et al. (2003). Even though the time dependent
problems like (2.1) have been considered recently, many questions remain open.
In mechanical engineering one is typically interested in the behavior of the
system for a particular range of frequencies rather than for the time-evolution.
Therefore, one introduces the time-harmonics as follows

u(x, t) = eiktu(x), h(x, t) = eikth(x). (2.4)
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Using (2.4) in (2.1) we obtain a Helmholtz problem of the form















∆u+ k2u = 0 in Ω

u = 0 on Γ0

∂

∂n
u− γiku = h on Γ1,

(2.5)

where u is now a complex quantity.

Topological derivatives for problems like (2.5) have been investigated, e.g.,
in Samet, Amstutz and Masmoudi (2003), where in the 2-d case the set Γ0 is
assumed to have positive measure, whereas in the 3-d case Neumann conditions
hold throughout Γ. Quite obviously, the topological derivative developed there
depends on the frequency parameter k chosen, and thus the topology may de-
pend on the frequency. This is certainly undesirable, as one typically has to
deal with a whole frequency range I := [k0, k1]. Therefore, the natural ques-
tion is as to whether an ’average-design’ can be derived from the knowledge of
T (x0; k). A similar question arises when one has to account for uncertainties
in some other physical parameters of the problem. Finally, the shape of the
bona-fide topology change may play a role in the design. A first approach in
dealing with robustness problems regarding topological sensitivities has been
presented by Hlavacek, Novotny, Sokolowski and Zochowski (2009). There, the
authors introduce a worst-case design and a so-called maximum range design.
They develop the concept in the context of 2-d and 3-d elasticity, where the
robustness is investigated with respect to changes in the material parameters,
only. In this paper we focus on 2-d and 3-d Helmholtz problems (2.5) and con-
sider robustness with respect to frequencies, data and geometry of the holes or
inclusions.

3. Notation and basic facts

3.1. The 2-d Helmholtz problem with Dirichlet conditions at the

hole

We first consider a 2-d problem with partial Dirichlet conditions (Samet, Am-
stutz and Masmoudi, 2003). In order to make our analysis transparent, we need
to introduce some notation. To this end we denote

VΩ :=
{

u ∈ H1(Ω)|u = 0 on Γ0

}

as the reference (complex) ’energy-space’. For the sake of simplicity, we as-
sume that γ = 1 in (2.1). We may extend k to the complex plain K :=

{k ∈ C|ℑ(k) ≥ 0}, and let h ∈ H
1
2

00(Γ1)∗, the dual of

H
1
2

00(Γ1) :=
{

tr|Γ1
v, v ∈ H1(Ω), v = 0 on Γ0

}

.
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Then we consider the Helmholtz problem (2.5). We are now going to drill a hole
into the domain Ω. In this first example, for the sake of simplicity, we take a ball
Bǫ(x0) of radius ǫ around x0 and define its complement in Ω as Ωǫ := Ω \ Bǫ,
whereas the boundary of the hole is denoted by Σǫ = ∂Bǫ(x0).

In Ωǫ we consider, as in Samet, Austutz and Masmoudi (2003), the perturbed
problem















∆uǫ + k2uǫ = 0 in Ωǫ

uǫ = 0 on Γ0

∂

∂n
uǫ − ikuǫ = h on Γ1.

(3.6)

In order to solve (3.6) one introduces the reference space

Vǫ :=
{

u ∈ H1(Ωǫ)|u = 0 on Γ0, u = 0 on Σ0

}

.

However, it is more convenient to introduce the Dirichlet-to-Neumann map
or the Steklov-Poincaré operator Skǫ in order to decompose the problem. To
this end we introduce ΩR := Ω \ Bǫ and the annulus Dǫ := BR \ Bǫ(x0). Let
now uψǫ be the solution of the Helmholtz problem on the annulus Dǫ











∆uψǫ + k2uψǫ = 0 in Dǫ

uψǫ = 0 on Σǫ

uψǫ = 0 on ΣR.

(3.7)

We now define the Dirichlet-to-Neumann map as follows

{

S : H
1
2 (ΣR) −→ H− 1

2 (ΣR)

Skǫ (ψ) := ∇uψǫ · n|ΣR
.

(3.8)

Equipped with this map, we can solve the original problem on Ω via



































∆uRǫ + k2uRǫ = 0 in ΩR

uRǫ = 0 on Γ0

∂

∂n
uRǫ + Skǫ u

R
ǫ = 0 on ΣR

∂

∂n
uRǫ − ikuRǫ = h on Γ1.

(3.9)

It is apparent that







uψǫ = uRǫ on ΣR

∂

∂nDǫ

uψǫ +
∂

∂nΩR

uRǫ = 0 on ΣR
(3.10)
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constitute the correct transmission condition in order to conclude uǫ = uRǫ on Dǫ

and uǫ = uRǫ on ΩR such that uǫ solves (3.6). Again, in connection with problem
(3.9) one introduces the space VR :=

{

u ∈ H1(ΩR)|u = 0 on Γ0

}

. Then one can
derive the following variational form of (3.9). We first define the corresponding
sesquilinear form and the ’right-hand-side’



























aǫ(u, v; k) :=

∫

ΩR

∇u · ∇vdx− k2
∫

ΩR

uvdx

+

∫

ΣR

(Skǫ u)vdγ − ik

∫

Γ1

uvdγ, ∀u, v ∈ VR

(3.11)

ℓ(v) :=

∫

Γ1

hvdγ, ∀v ∈ VR. (3.12)

We are now in the position to state the variational formulation of (3.9)

{

Find uRǫ ∈ VR such that

aǫ(u
R
ǫ , v; k) = ℓ(v), ∀v ∈ VR.

(3.13)

By Proposition 3.1 in Samet, Amstutz and Masmoudi (2003), problem (3.13)
admits a unique solution. Notice that the only appearance of the parameter ǫ
in (3.9) is via the Steklov-Poincaré operator Skǫ . We may then let ǫ = 0 and
consider

{

∆uψ0 + k2u
ψ
0 = 0 in BR(x0)

u
ψ
0 = ψ on ΣR

. (3.14)

The associated variational formulation is

{

Find uR0 ∈ VR such that

a0(uR0 , v; k) = ℓ(v), ∀v ∈ VR,
(3.15)

where a0(u, v; k) is obtained by letting ǫ = 0 in (3.13). The crucial point is that
the problem (3.7) can be solved explicitly using Bessel-functions, see Samet,
Amstutz and Masmoudi (2003).

Remark 3.1 We need Bessel-functions in order to evaluate the form of topo-
logical derivative, required for computations. We assume also that the cost func-
tional u 7→ J(u) is defined on the fixed, truncated domain ΩR and it depends on
the solution of the variational problem in the truncated domain. In this way we
replace the singular geometrical perturbations of Ω by the regular perturbations
of the Steklov-Poincaré operator in the boundary conditions.
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Following Samet, Amstutz and Masmoudi (2003), we obtain:

uψǫ (r, θ) =
∑

n∈Z

Jn(kr)Yn(kǫ) − Jn(kǫ)Yn(kr)

Jn(kR)Yn(kǫ) − Yn(kR)Jn(kǫ)
ψne

inθ (3.16)

Skǫ (r, θ) = k
∑

n∈Z

J ′
n(kr)Yn(kǫ) − Jn(kǫ)Y ′

n(kr)

Jn(kR)Yn(kǫ) − Yn(kR)Jn(kǫ)
ψne

inθ, (3.17)

where (r, θ) are the polar coordinates, ψn are the Fourier-coefficients of ψ and
Jn, Yn are the Bessel-functions of type I and II, respectively. With uψǫ and Skǫ we
can solve (3.9) and uRǫ , u

s
ǫi satisfy the transmission conditions (3.10). Moreover,

the solution to the problem for ǫ = 0, together with the Steklov-Poincaré map
Sk0 , satisfies























u
ψ
0 (r, θ) =

∑

n∈Z

Jn(kr)

Jn(kR)
ψne

inθ

Sk0ψ(r, θ) = k
∑

n∈Z

J ′
n(kr)

Jn(kR)
ψne

inθ

(3.18)

so that the following crucial asymptotic expansion is valid

‖Skǫ − Sk0 −
−1

log ǫ
δS‖

L(H
1
2 (ΣR),H−

1
2 (ΣR))

= o(
−1

log ǫ
), (3.19)

where δS is a linear mapping of the form

δSΨ :=
1

RJ2
0 (kR)

Ψ0

and Ψn are the Fourier coefficients of Ψ.

Hence, the difference of the corresponding forms satisfies

aǫ(u, v; k) − a0(u, v; k) =

∫

ΣR

(Skǫ − Sk0 )uvdγ

= −
1

log ǫ

1

RJ2
0 (kR)

u0

∫

ΣR

vdγ + . . .

= −
1

log ǫ

2π

R

umeanvmean

J0(kR)2
+ . . . ,

where umean, vmean denote, respectively, the mean values of u and v on ΣR.

For the sake of simplicity we assme that the shape functional is given by an
integral expression, defined on the truncated domain ΩR. Most of the results
are valid in the general case. We need also some expansion of the cost with
respect to the state in order to define the appropriate adjoint state p and derive
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the simple form of topological derivatives. To this end we introduce a linear
mapping v 7→ L(u;k)(v) for all directions v, states u and frequencies k.

Let now the cost function admit the expansion

J(u+ v; k) = J(u; k) + ℜL(u;k)(v) + o(‖v‖VR
), (3.20)

where J(·) is defined on ΩR, i.e. on the fixed domain. This assumption is
justified, in particular, when J(·) is defined on or close to the boundary Γ. Let
then p0 solve the adjoint problem

a0(v, p0; k) = −L(u0,k)(v), ∀v ∈ VR; (3.21)

then the following asymptotic expansion holds

J(uǫ; k) − J(u0; k) = −
2π

log ǫ
ℜ
umean
0

J0(kR)

pmean
0

J0(kR)
+ . . . , (3.22)

where one has to notice that uΩ|ΩR
= uR0 and pΩ|ΩR

= pR0 . The topological
gradient at x = x0 with respect to a ball is therefore given by

T (x0; k) = ℜ
umean
0

J0(kR)

pmean
0

J0(kR)
, (3.23)

see Samet, Amstutz and Masmoudi (2003).

3.2. Helmholtz problem with Neumann condition in 2-d and 3-d

In a second example we consider the 2-d and 3-d Helmholtz problems similarly as
discussed by Amstutz (2006) in the context of the modified Helmholtz equation,
where no Dirichlet condition is used along Γ and where the problem formulation
admits inclusions as well as holes with the additional freedom of having more
general shapes of the inclusion and holes, respectively. The problem formulation
is as follows







∇ · (αǫ∇uǫ) + βǫuǫ = 0 in Ω

∂

∂n
uǫ − Λuǫ = h on Γ.

(3.24)

Here, Λ ∈ L(H
1
2 (Γ), H− 1

2 (Γ) is a boundary operator, e.g. Λuǫ = iβǫuǫ, as in
the last section, which is supposed to satisfy a dissipative condition

ℜ

∫

Γ

(Λφ)φdγ ≤ 0 ∀φ ∈ H
1
2 (Γ). (3.25)

The coefficients in (3.24) are piecewise constant and satisfy

αǫ :=

{

α0 if x ∈ Ωǫ

α1 if x ∈ Bǫ
, βǫ :=

{

β0 if x ∈ Ωǫ

β1 if x ∈ Bǫ.
(3.26)
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Notice that now, the set Bǫ is not necessarily a ball of radius ǫ > 0 around
x0 as in the last sections. There is a variety of cost functions that one may
be interested in. Nevertheless, three of them seem to play a major role in the
applications.

Example 3.1 We consider the examples of cost functions as follows.

1. The tracking cost functional as one of the most suitable ones for applica-
tions in this context. Here we have

J(uǫ;αǫ) :=

∫

Ω

αǫ|uǫ − ud|
2dx

with ud ∈ H2(Ω). The linear operator Lu(u, αǫ)(v) obviously is

L(u,αǫ)(v) = 2

∫

Ω

αǫv(u− ud)dx, ∀v ∈ H1(Ω).

In this case one has to take into account variations of J with respect to
αǫ. Namely

δJ := (α1 − α0)|B||u− ud|
2.

2. A functional involving the gradients is given by

J(uǫ;αǫ) =

∫

Ω

|∇(uǫ − ud)|
2dx

with ud ∈ H3(Ω). Here the variations to be considered are given by

L(u,αǫ)(v) = 2

∫

Ω

αǫ∇v∇(u− ud)dx

and

δJ := (α1 − α0)
{

∇u(x0)TP∇u(x0) + |B||∇(u(x0) − ud(x0))|2
}

with a matrix P to be specified later (for a particular case).

3. A functional concentrated on the boundary Γ is given by

J(uǫ) =

∫

Γ

|uǫ − ud|
2ds

with ud ∈ H3/2(Γ). Here, the variations to be considered are given by

L(u,αǫ)(v) = 2

∫

Γ

v(u− ud)ds and δJ := 0.
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In these cases, the topological derivative is analogous to the one derived by
Amstutz (2006) in the context of the modified Helmholtz equation, namely:

Example 3.2 We give examples for inclusions first.

1. We first provide the results for a ball B := B1(0) around x0 = 0

T (0;α) = ℜ

{

dα0(α1 − α0)

(d− 1)α0 + α1
|B|∇u(0)∇p(0) − (β1 − β0)|B|u(0)p(0) + δJ

}

.

(3.27)

Notice that d = 2, 3 is the dimensionality.
2. In the case of an ellipse with half-axis a, b one has in the 2-d case

T (0;α) = ℜ
{

(α1 − α0)∇u(0)P ′∇p(0) − (β1 − β0)πabu(0)p(0) + δJ
}

,

(3.28)

where the matrix P ′ is given by

P ′ = πab

(

α0(1+a)+α1(b−1)
α0a+α1b

0

0 α0(1+b)+α1(a−1)
α0b+α1a

)

. (3.29)

4. Continuous dependence on frequencies

4.1. The 2-d Dirichlet case

The purpose of this section is to prove the continuity of the topological gra-
dient T (x; k) (3.23) with respect to the frequency parameter chosen in K =
{k ∈ C|ℑk ≥ 0, J0(kR) 6= 0}.

Lemma 4.1 Let uk0 , p
k
0 be the solutions of

{

a0(u, v; k) = ℓ(v), ∀v ∈ V

a0(v, p; k) = −L(u0;k)(v), ∀v ∈ V
(4.30)

for k ∈ K, where a0(u, v; k) is given by

a0(u, v; k) =

∫

Ω

∇u∇vdx− k2
∫

Ω

uvdx− ik

∫

Γ1

uvdγ; (4.31)

then the mappings

K −→ V

k −→ uk0(·), pk0(·)
(4.32)

are continuous.
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Proof We have, according to (4.31),

a0(u, v; k) = a0(u, v; 0) − k2
∫

Ω

uvdx− ik

∫

Γ1

uvdγ,

where

a0(u, v; 0) =

∫

Ω

∇u∇vdx

is the classical form associated with the Laplacian. Therefore, we obviously
have the standard ellipcity estimates

{

c0‖u‖1,Ω ≤ |u|1,Ω = a0(u, u; 0)

a0(u, v; 0) ≤ C‖u‖1,Ω‖v‖1,Ω, ∀u, v ∈ V.
(4.33)

Let a sequence {kn}n∈N ⊂ K be given such that kn −→ k as n −→ ∞. Let
un = ukn0 ∈ V be the associated solution, i.e.

a0(un, v; 0) = k2n

∫

Ω

unvdx+ ikn

∫

Γ1

unvdγ + ℓ(v), ∀v ∈ V (4.34)

and let uk0 solve

a0(uk0 , v; 0) = k2
∫

Ω

uk0vdx+ ik

∫

Γ1

uk0vdγ + ℓ(v), ∀v ∈ V. (4.35)

We first show that un is bounded. Indeed, otherwise ‖un‖1,Ω −→ ∞ as
n −→ ∞. However, then zn := un

‖un‖1,Ω
is a sequence with ‖zn‖1,Ω within the

Hilbert space V . Therefore, upon possibly choosing a subsequence, we have
zn

w
⇀ z weakly in V with ‖z‖1,Ω = 1. We divide (4.34) by ‖un‖1,Ω and obtain

a0(zn, v; 0) = k2n

∫

Ω

znvdx+ ikn

∫

Γ1

znvdγ +
1

‖un‖1,Ω
ℓ(v), ∀v ∈ V. (4.36)

Because of zn
w
⇀ z in H1(Ω), we may pass to the limit in (4.36) and obtain

a0(z, v; 0) = k2
∫

Ω

znvdx+ ikn

∫

Γ1

zvdγ ∀v ∈ V. (4.37)

Since k ∈ K, we conclude that z ≡ 0, in contradiction to ‖z‖1,Ω = 1. Thus,

{un}n∈N is a bounded sequence in V ⊂ H1(Ω), and hence un
w
⇀ u in V . By

the compact embedding of V into H := L2(Ω) and into L2(Γ), we obtain














un
w
⇀ u in V

un
s

−→ u in L2(Ω)

un
s

−→ u in L2(Γ).

(4.38)
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We show that u = uk0 . Indeed, we may pass to the limit in

a0(un, v; 0) = k2n

∫

Ω

unvdx+ ikn

∫

Γ1

unvdγ + ℓ(v), ∀v ∈ V (4.39)

in order to obtain

a0(u, v; 0) = k2
∫

Ω

uvdx+ ik

∫

Γ1

uvdγ + ℓ(v), ∀v ∈ V. (4.40)

By the uniqueness of the solutions to (4.40), we conclude that u = uk0 .
Finally, we show that un −→ uk0 strongly in V . Indeed,

c0‖un − uk0‖1,Ω ≤ a0(un − uk0 , un − uk0 ; 0)

≤ |kn|
2

∫

Ω

|un − uk0 |
2dx+ |(k2n − k2)||

∫

Ω

uk0(un − uk0)dx|

+|kn|

∫

Γ1

|un − uk0 |
2dγ + |kn − k||

∫

Γ1

uk0(un − uk0)dγ.

(4.41)

Using the convergence properties (4.38) we conclude un
s

−→ u in V . As
for the adjoint state, according to our assumptions on J(·), the mapping k −→
L(uk

0 ;k)
is continuous. We have

a0(v, pk0 ; k) = −L(uk
0 ;k)

(v), ∀v ∈ V, k ∈ K. (4.42)

Certainly
{

c0‖p
k
0‖1,Ω ≤ |pk0 |1,Ω = a0(pk0 , p

k
0 ; 0)

a0(v, pk0 ; 0) ≤ C‖pk0‖1,Ω‖v‖1,Ω, ∀v ∈ V.
(4.43)

Let again {kn}n∈N ⊂ K be a sequence converging to a k ∈ K, and let
pn := pkn0 be the associated solution to

a0(v, pn; 0) = k2n

∫

Ω

vpnvdx+ ikn

∫

Γ1

vpndγ − J ′(un; k)(v), ∀v ∈ V. (4.44)

As un
s

−→ uk0 and L(un;kn) −→ L(uk
0 ;k)

, the same argument as in the first

part of the proof applies to {pn} and, hence, this sequence is bounded as well.
Precisely the same arguments as above apply also for the passage to the limit.
We obtain

a0(v, p; 0) = k2n

∫

Ω

vpvdx+ ikn

∫

Γ1

vpdγ − L(uk
0 ;k)

(v), ∀v ∈ V.
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However,

c0‖pn − pk0‖1,Ω ≤ a0(pN − pk0 , pn − pk0 ; 0)

= a0(pn − pk0 , pn; 0) − a0(pn − pk0 , p
k
0 ; k)

k2n

∫

Ω

(pn − pk0)pndx+ ikn

∫

Γ1

(pn − pk0)pndγ

−k2
∫

Ω

(pn − pk0)pk0dx− ikn

∫

Γ1

(pn − pk0)pk0dγ

−L(un;kn)(pn − pk0) + L(uk
0 ;k)

(pn − pk0)

= k2n

∫

Ω

(pn − pk0)(pn − pk0)dx

+(k2n − k2)

∫

Ω

(pn − pk0)pk0dx+ i(kn − k)

∫

Γ1

(pn − pk0)pk0dγ

−(L(un;k) − L(uk
0 ;k)

(pn − pk0) −→ 0.

(4.45)

This shows that pn −→ pk0 and that the mapping k → pk0 is also continuous. ✷

Remark 4.1 The arguments in the proof of Lemma (4.1) can also be applied
to show the continuity of the solutions uk0 , p

k
0 with respect to the right hand side

h.

Theorem 4.1 The topological gradient T (x0; k), given by (3.23), is continuous
with respect to the parameter k and the right hand side h.

Proof The statement is now obvious from the continuity of the functions
uk0 , p

k
0 and the representation of the topological gradient in (3.23). ✷

4.2. The 2-D and 3-D Neumann case

We now briefly discuss the topological gradients (3.27), (3.28) for the 2-d and
3-d problem (3.24). The difference with the analysis of the problem (3.6) lies in
the appearance of the parameter α0 in the problem on the entire unperturbed
domain, and, if considered, the possible generality of the operator Λ. Moreover,
according to the Neumann conditions everywhere, the reference space in Lemma
4.1 has to be adjusted for the case under consideration, i.e. one has to work in
the space

V0 := {u ∈ H1(Ω)|

∫

Ω

udx = 0}.

In addition, as Λ satisfies the dissipativity inequality (3.25), variations in Λ
can be treated in the same way as those handled in Lemma 4.1. It is further
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obvious that the solution of the problem without any perturbation does not
depend on the parameters β1, a, b. Therefore, the only dependence that has to
be taken into account in addition to Lemma 4.1 is the dependence of u0, p0 on
the parameter α0. To include this into Lemma 4.1 is an easy exercise. Indeed,
in Hl avaček et al. (2009), where the Lamé system is investigated with respect to
variations in the coefficients, such a parameter dependence has been discussed
for a more complex problem. Thus, we may archive these arguments in the
following

Theorem 4.2 The topological gradients (3.27) and (3.28) are continuous with
respect to the parameters α0, α1, β0, β1, a, b.

Remark 4.2 Notice that b may be taken equal to zero, to the effect that the
hole degenerates to a straight crack.

5. The concept of robustness for the topological deriva-

tive with respect to variations in frequency and system

parameters

In the paper of Hlaváček et al. (2009), the authors introduced two notions
for the robustness of topological derivatives with respect to changes in system
parameters, in fact, the Lamé moduli given in elastostatics. We adjust the
definition given in Hlaváček et al. (2009) for the situation discussed in this
paper.

Definition 5.1 Let us consider the topological derivative x → T (x; (k, P )),
with the parameter set P ∈ P replaced by the boundary data

h ∈ H = {h | ‖h‖
H

1
2 (Γ1)∗

}.

We say that we have a worst-case scenario, if

(k∗, h∗) = arg max
(k,h)∈K×H

T (x; (k, h)). (5.46)

We say that we have a maximum-range scenario, if

(k#, h#) = arg min
(k,h)∈K×H

T (x; (k, h)). (5.47)

We are thus looking for the upper and lower bounds of the topological deriva-
tive with respect to the frequency range and the data. The obvious result now
is as follows.

Theorem 5.1 Problems (5.46) and (5.47) have at least one solution.

Proof For the proof we notice that the set K×H is compact, which, together
with the continuity of the topological gradient, gives the result. ✷
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6. Imaging of small scatters from boundary measurements

6.1. The setting

We consider the problem of reconstructing a set of small scatters from boundary
measurements. The shape functional to be minimized is defined as

J(u1, u2, · · · , uM ) =
M
∑

m=1

∫

Γ

|um − umd |2ds, (6.48)

where m represents the m-th measurement and M is the total number of mea-
surements. In addition, umd is the boundary measurement, computed from the
model problem. More precisely, we consider a set of small scatter with contrast
γ on the coefficient of the main part of the operator. Finally, um is a solution
to the forward problem of the form:







∆um + k2um = 0 in Ω

∂

∂n
um − ikum = hm on Γ,

(6.49)

where k is the wave number and hm is the boundary data used to produce the m-
th boundary measurement umd . The topological derivative of J(u1, u2, · · · , uM )
with respect to the nucleation of a small circular inclusion is given by the sum

T (x) = −2π
1 − γ

1 + γ

M
∑

m=1

ℜ{∇um(x)∇pm(x)}, (6.50)

where pm is a solution to the adjoint equation, associated with the m-th mea-
surement, that is







∆pm + k2pm = 0 in Ω

∂

∂n
pm + ikum = −2(um − umd ) on Γ.

(6.51)

The basic idea consists in plotting the topological derivative field T (x) ac-
cording to (6.50). It is expected that the more T (x) is negative, the more likely x
is within the hidden scatter we are looking for. The measurements are obtained
by setting hm as

hm = exp(−ik(x1 cos θm + x2 sin θm)), with θm =
m− 1

M
π, (6.52)

where x = (x1, x2). In particular, we set M = 32 and the contrast γ = 0.1. The
domain Ω is given by a unit disk with center at the origin. The boundary value
problems are solved with the standard Finite Element Method. We consider
two representative examples. For a comprehensive set of numerical experiments
in the context of imaging of small scatters, see the series of two papers by Le
Louër and Rapún (2022a,b).
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Example 1

In this first example, the target is given by one scatter of radius 0.1 and center
at (0.5, 0.3), as shown in Fig. 1. We set varying working frequency k, namely 4,
8, 16 and 32. The obtained results are presented in Fig. 2. From an analysis of
this figure, we observe that the hidden scatter is highlighted by the topological
derivative field. However, the higher is the frequency, the better is the resolution
of the imaging.

Figure 1. Example 1. Target to be reconstructed

Example 2

In this example, we consider the target given by three scatters of radius 0.05
and centers at (0.5, 0.3), (0.0,−0.4) and (−0.3, 0.2), as shown in Fig. 3(a). The
working frequency is now set as k = 32. The obtained result is presented in Fig.
3(b), where we observe that the three hidden scatters are clearly highlighted by
the topological derivative field, as expected.

Finally, in order to confirm the robustness of the topological derivative in
the context of imaging of small scatters, we consider uncertainty on the working
frequency k. More precisely, the boundary measurements umd are computed

after replacing k by k̃m, for m = 1, · · · ,M , where each working frequency k̃m

is corrupted with White Gaussian Noise (WGN). In contrast, um and pm are
computed by considering uncorrupted frequency k. The obtained topological
derivative fields T (x) for 2%, 4%, 8% and 16% of WGN are presented in Fig.
4. From an analysis of these figures, we observe that the three scatters can be
identified even in the presence of noise. Even if, for 16% of noise, the result is
rather degraded, nevertheless it is still possible to identify the three scatters.
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(a) k = 4 (b) k = 8

(c) k = 16 (d) k = 32

Figure 2. Example 1. Topological derivative fields for varying working frequen-
cies
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