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Abstract. Agents play an important role in high level artificial intelligence in such areas as 
distributed decision support, robot control, computer games, etc. Currently, the most popular 
high-level agent architectures are based on the belief-desire-intention (BDI) model. BDI agents 
are usually specified in modal logic. This is efficient for defining event goals. However, defining 
quantitative goals can be very difficult in many popular formalisms. In this paper we propose  
a method for expressing quantitative goals by associating partial utility functions with agent’s 
goals. We propose a modified BDI agent architecture which is loosely based on fuzzy logic. In 
this architecture, approximation of partial derivatives of those functions enables us to use 
gradient based optimization algorithms in the intention reconsideration step to weight some 
action specializations. Using the proposed approach allows us to easily combine quantitative and 
event goals, and consider them all while planning. This paper also describes a simple language 
which can be used to elegantly describe generic action libraries in accordance to the proposed 
model. 
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1 Introduction 

Agents are often used to control single entities in a dynamic environment. 
This is especially true in games and robotics [9], [30]. Probably the most popular 
high-level agent architecture is the belief-desire-intention (BDI) model. The BDI 
model is a philosophical model introduced by Michael Bratman [6], [7]. Strong 
formal logic models were later developed by Cohen and Levesque [4], [5]. Another 
approach was presented by Rao and Georgeff [1], [2]. 
 Since Bratman first described the BDI model, many publications with slightly 
different interpretations of beliefs, desires, and intentions [4], [6], [10], [19] have 
been published. Let us briefly explain how we understand, utilize, and extend those 
concepts in this paper. 
 An agent has a knowledge base (KB) containing a set of facts that is not 
always complete or fully correct, called beliefs. 



106 Przybylski M., Cichocki P.  

Studia Informatica vol. 1/2(7)2006 

 The agent’s KB also contains a set of goals or desires it tries to fulfil. Some 
researchers distinguish between goals and desires, stating that goals can contradict 
one another, while desires need to be consistent [15]. Our method was designed to 
handle contradictive goals with no additional cost. In this article, we assume that an 
agent already has a set of goals and we do not deliberate here on their origin, which 
is a broad topic, beyond the scope of this paper. Discussion on this topic can be 
found, inter alia, in [3], [21]. 
 To achieve its goals an agent has a set of available actions. Each action can be 
specialized to be realizable in different ways or states of the environment. 
Another important concept in BDI systems is a plan. It describes a few alternative 
action sequences that should be executed depending on the circumstances. By  
a specialized plan we will understand a fixed chain of specialized actions. 
 Next, by an intention we understand the fulfillment of a goal by executing  
a specialized plan. The process of choosing which goal to realize next and creating  
a specialized plan is called intention reconsideration. 
 A graphic interpretation with dataflow marked by arrows can be found in 
Figure 1. 
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Figure 1. BDI interpretation in our system 

 
 Much work is devoted to improve intention reconsideration [17], [20], [21], 
which is one of the major problems in agent systems. Many sophisticated methods 



 Innovative Realization of Quantitative Goals in BDI Agents… 107 

Artificial Intelligence 

for creating plans to achieve binary event goals, have been created. By event goals 
we mean goals that can be achieved by obtaining a specific state of the environment 
for example obtaining an object. However, very little attention has been devoted to 
describing quantitative goals such as maximizing money, minimizing cost, or 
keeping a moderate speed while minimizing fuel consumption. Optimization is often 
pushed to a lower implementation level (for example the keeping of a moderate 
speed and minimizing fuel consumption would usually be put into the code of a 
high-level travel action). This makes the logic of the agent simpler but has several 
serious disadvantages: 

• quantitative goals are described on a different level than event goals, 
• no planning can be done for quantitative goals, 
• weighting the priorities of goals cannot be done in a consistent manner. 

 Another problem with the orthodox modal logic approach is that it is not 
flexible. Everything can either be true or false. However, the uncertainty of various 
events can be approximated and used. It seems to be inappropriate to treat two plans, 
one based on very reliable beliefs and the other based on very vague beliefs, in the 
same manner. 
 
2 Problem Definition 

Real world examples often require us to define quantitative goals. Many problems 
can be viewed as optimization problems where the value of a function of some 
quantitative variables needs to be optimized. Such goals are not easily defined in a 
framework based on modal logic. While expressing a desire for a variable to attain a 
certain value is still relatively easy, simple maximization requires using more 
complex concepts such as persistent goals or achievement goals defined by Cohen 
and Levesque [4]. For example, consider a situation where an agent wants to 
maximize its savings. Such a goal can be expressed as in [33]: "I always want more 
money than I have" 
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 Another approach could be to add a goal “Have more money than b” and once 
this goal is achieved a similar goal with a greater value b must be added, and so on. 
 However, there still remain the following questions: 

• how important should such a goal be in comparison to other coexisting 
event goals, 

• should the importance of such a goal change over time and how, 
• how to optimize a function of more than one variable, 
• how to decide which variable to optimize with the next action, 
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• how to perform or define more complex optimization than 
minimization/maximization. 

 Generally the problem of choosing between two plans that both lead to the 
fulfilment of the same desire can be well addressed by using fuzzy logic [29], [31], 
[32]. Using weights in BDI systems has been already described in many 
publications, for example [3], [20], [28]. Other examples of using fuzzy logic in 
conjunction with BDI include [13], [30]. 
 
3 Our Proposal 

3.1 The Agent Model 

Our implementation relies heavily on a simplified fuzzy formula structure which we 
describe using the following grammar: 
 
fuzzyformula ::= formula "," 
                 probability 
                 "and" 
                 fuzyformula 
               | formula "," 
                 probability 
 
formula ::= predicate 
          | formula "or" 
            formula 
          | formula "and" 
            formula 
          | "not" formula 
 
predicate ::= name(varlist) 
 
varlist ::= var "," varlist 
          | var 
 
var ::= STRING 
 

 In our current implementation there can be no alternatives within a fuzzy 
formula. This allows for a much simpler satisfaction probability calculation which 
we describe in this paper. 
 Our implementation has an action library described in the following manner: 
 
action ::= name 
           "need:" need 
           "evaluation:" 
           evaluation 
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           "effect:" effect 
           "expected time:" 
           CONSTANT 
           "execution: "  
           SCRIPT_CODE 
 
name ::= STRING 
 
need ::= formula need 
       | ε 
evaluation ::= evaluation 
               EXPRESSION 
             | ε 
 
effect ::= fuzzyformula  
           effect 
         | fuzzyformula 
 

We also describe an agent’s KB: 
 
agent_description ::= 
           AGENT "believes: " 
           beliefs 
           AGENT "goals: " 
           desires 
 
beliefs ::= fuzzyformula 
            beliefs 
          | ε 
 
goals ::= goal goals 
        | ε 
 
goal ::= formula "," 
         importance 
 
importance ::= CONSTANT 
             | FUNCTION 
 

 We bind a function we call the partial utility function with quantitative goals. 
This function should describe how an agents utility changes with the change of 
parameters that are directly affected by an action. The utility function can be 
expressed as a sum of partial utility functions [34], [35]. 
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 In our model each agent can have its own set of actions or they can share  
a common action/plan library. 
 
3.2 Intention Reconsideration 

Let us assume that we have a correct derivation system. Now we can define 
derivation of a fuzzy formula set ∆ by a set of fuzzy formulas Γ, D(Γ, ∆, v0) as an 
operation returning a tuple ‹v, p, s›, where v is the most general substitution needed 
to derive ∆ from Γ in this system,  p the probability that ∆ is consistent with Γ, s is  
a boolean stating whether ∆ can be derived from Γ at all, and v0 is some initial 
substitution. Of course 00 =⇒= ps  and v0 is a more general substitution than v. 
 Let us consider one step of planning, that is choosing the best action 
specialization for a single action plan only. Firstly, for each action the agent 
calculates the probability stating the chances of successful completion of that action, 
which is the probability that the preconditions or needs of the action are satisfied by 
the agent beliefs obtaining 

‹
nav , 

nap , 
nas › = D(bel , na , vp ),(1) 

where bel is the set of the agents beliefs and vp is either Ø or some substitution from 
an earlier planning step. Then for each action where 

nap  is greater than 0 by a small 

threshold value we try to satisfy each goal (the weight of the formula is assumed one 
if its importance is a function) by the action effects using the partial substitution 

nav . 

Thus we obtain  
 

‹
dae

v , dae
p , 

dae
s › = D( ea , d ,

nav ).(2) 

 

 Let us introduce a weight for each action specialization we obtain from each 
action template - goal pair 
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 If there is a possibility that the specialization of an action A consisting of 
action aA and specialization vA will be generated more than once with nonzero 
weights we should sum up the corresponding weights 

∑
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=
}:{

),()(
Adea vvdd

A dawAw . (4) 

 If the partial utility functions are not orthogonal and the execution of an 
action specialization does affect the values of partial utility functions associated with 
other goals the weight an action specialization A receives can be calculated as 
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where des is the set of all goals. Assuming that the change of parameters is linear 

during action execution d
u∂ / Tt

t
=

∂ can be approximated simply as the difference 

between the values of the partial utility function before and after action execution. 

For event goals we simply ignore d
u∂ / Tt

t
=

∂ . 

 
4 Results 

4.1 Sample Problem 

An agent Salomon has to manage a kingdom consisting of cities A and B. His 
goal is to maximize the profit in taxes. The cities mine silver and gold from which they 
pay taxes. The amount of mined silver and gold depends on the level of respective 
mines. However, the deeper the mine is dug the smaller the increase in its yield.  
 Let us define the yields of silver and gold mines respectively as 

lly

lly

g

s

=

=

)(

2)( 3

, (6) 

where l is the level of the mine. Further, assume a city can be loyal to the king or not. If 
the city is loyal it pays taxes. If not, it hides its income from the king and little or no tax 
income is generated for the kingdom, thus the partial utility functions are 

)(),(LOYAL),(

)(),(LOYAL),(

lytrueclcu

lytrueclcu

gg

ss

=
=

, (7) 

where c is the city, l is the level of the respective mine and LOYAL is true only when 
the second term is consistent with the loyalty of the city. Note that in our system the 
evaluation of the predicate would rather return a probability than binary 0 or 1. 
 For the sake of simplicity, let us assume the king can perform only two 
actions: tell his craftsmen to extend a gold mine in a city, or tell his craftsmen to 
extend a silver mine in a city. Thus, the action library would be: 
 
EXTEND_SILVER_MINE 
need: 
 SILVER(city, level) 
evaluation: 
 newlevel←level+1; 
effect: 
 SILVER(city, newlevel), 0.9 
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expected time: 
 1 
execution: 
 world.buildSilverMine(city); 
EXTEND_ 
 
GOLD_MINE 
need: 
 GOLD(city, level) 
evaluation: 
 newlevel←level+1; 
effect: 
 GOLD(city, newlevel), 0.9 
expected time: 
 1 
execution: 
 world.buildGoldMine(city); 
  

SILVER(c, l) and GOLD(c, l) are true only if the level of the respective mine in city 
c is equal to l. 
 
4.2 Sample Solution 

Assume the agent Salomon starts with the following KB: 
 
Salomon beliefs:  
 SILVER(A, 0), 1 
 GOLD(A, 0), 1 
 LOYAL(A, true), 1 
 SILVER(B, 0), 1 
 GOLD(B, 0), 1 
 LOYAL(B, false), 1 
 
Salomon goals: 
 SILVER(A, l),us(A, l) 
 GOLD(A, l), ug(A, l) 
 SILVER(B, l), us(A, l) 
 GOLD(B, l), ug(B, l) 
  

 Let us now see how Salomon would choose an action specialization.  
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Table 1. All possible action specializations in the first step 
 

            Action 
Desire 

Build Silver Mine Build Gold Mine 

SILVER (A, l), uS  

v11={A/city, 

0/level, 
1/newlevel}, 

w11=1.8 

v12={A/city, 

0/level, 
1/newlevel}, 

w12=0 

GOLD (A, l), uG 

v21={A/city, 

0/level, 
1/newlevel}, 

w21=0 

v22={A/city, 

0/level, 
1/newlevel}, 

w22=0.9 

SILVER (B, l), uS  

v31={B/city, 
0/level, 

1/newlevel}, 
w31=0 

v32={B/city, 
0/level, 

1/newlevel}, 
w32=0 

GOLD (B, l), uG 

v41={B/city, 

0/level, 
1/newlevel}, 

w41=0 

v42={B/city, 

0/level, 
1/newlevel}, 

w42=0 

  
 Assuming that the loyalty of cities will not change, the agent will extend 
mines only in city A. From Tab. 1 we clearly see that the specialization 
EXTEND_SILVER_MINE with the substitution set containing A/city should be 
chosen. The results of further planning lead the agent to chose a plan as shown 
graphically in Figure 2. 

 
Figure 2. The actions taken by the agent mapped over the utility function 

 
 Let us investigate the level of silver and gold mines in city A and the total 
utility obtained. As we can see in Figure 3, the utility growth obtained by our 
algorithm is much better than what would be obtained building just silver or gold 
mines all the time. This scales to much more complex examples. 
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Figure 3. Obtained utility, gold and silver mine amounts as functions of time  

and partial utility function (yield) plots 
 

5 Conclusion and Future Work 

We have presented a novel, elegant method for expressing quantitative goals 
in fuzzy BDI-like agents. We have shown how our approach can be used to make  
a BDI agent effectively optimize a few values using an approach corresponding to 
gradient steepest descendent. 
 The simplicity and effectiveness of the proposed method encourages us to 
investigate it further. We are currently experimenting with extending the approach to 
perform optimization analogous to the Levenberg-Marquardt method. 
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