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The work focuses on cluster analysis as a prelimipsoblem in neural model-
ling based on the data quoted on the Day Ahead &arkthe Polish Power Ex-
change as a subsystem of the system of Towarowda®mergii S.A. [Polish Pow-
er Exchange]. The paper contains the results exfalitire research related to cluster
analysis methods, description of possible appbeetiof artificial neural networks
SOM for mapping information on the volume of elaxt power sold and prices ob-
tained, description of possible applications of MAB and Simulink environment,
and especially Neural Network Toolbox for mappimgpWwledge, and cluster analy-
sis performed for selected data.
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1. Introduction

Due to immense increase in information and datatdsvthe end of the 20
century, a need for the automated preliminary amalgnd visualization of the ob-
tained results arose. Among numerous tools for kedge visualization, especially
for cluster analysis, humerous environment toothsas MATLAB and Simulink,
including Neural Network Toolbox were developed. [Rirst works on the subject
demonstrated that artificial neural networks, idahg SOM (Self-Organizing Map)
played a significant role in the process of cluatealysis [11, 16-20, 22-23]. Due to



the fact that the number of transactions concludethe Day Ahead Market (DAM)
of the Polish Power Exchange Market (PPEM), andsequently, the amount of
data related to the volume of electrical power (@g)vered and sold [MWh] and
prices obtained for ep sold [PLN/MWHh] is risingetheed for preliminary analysis of
the data arises [12]. Relatively new, though rédiabethod used for analysis of large
datasets is cluster analysis, thoroughly describediorks by Wierzchtd S. and
Klopotek M. [24-25].

Therefore, the main objective of the conductedaresewas to conduct cluster
analysis using the Neural Network Toolbox in the WIBAB and Simuink environ-
ment as a preliminary issue prior to the use offiéidl Neural Networks (SSN) to
model the TGEE system, that is to model neural TGEte basic problem to solve
was to highlight in the data set specific clustgrgformation with similar features
and properties using the appropriate cluster aisalgethod. The obtained data pre-
sented in the cluster analysis are called clabsggliffer in terms of creating specif-
ic, more or less explicit clusters of data projdcter example, on a plane. Cluster
analysis assumes the existence of a sequenceaatgibjhich is described by an n-
dimensional vector.

In order to identify similarities between pairsddfjects, their similarity or dis-
similarity measures are introduced. The two measdepend on each other, i.e. if
the value of dissimilarity decreases, the valusimflarity increases. Clustering algo-
rithms are used for comparing objects, which atgors are thoroughly described
e.g. in works [1, 3-5, 8-10, 21]. The notion ofstkr analysis is also referred to as
data grouping or data clustering, and was borrofin@d data exploration and ma-
chine learning as a specific non-pattern classifinal, 4-5, 7-9, 21]. Therefore,
cluster analysis is a method of classification waithsupervisor (unsupervised learn-
ing), i.e. obtained by employing a method groupélgments into homogeneous
classes or data clusters, with the rule of groupieing specific similarity between
the elements, determined using probability functialtled metric, appropriate for the
problem being analysed [3-5, 21].

2. Cluster analysis methods

Among cluster analysis methods based on artificairal networks (ANN), the

following methods may be distinguished, related.#,[3-6]:

— classification, i.e. division of the measuremeetsuits being analysed by means
of ANN into classes based on their specific feature

— regression, i.e. assigning data, input to theieiglfneural network in the form
of known features of the system to results of olz@n,

— clustering, i.e. cluster analysis involving groupimnaining pairs (so called sam-
ples) according to similarity between them,
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— anomaly detection, i.e. detection of clusters gimib the pattern that is com-
pletely different from the expected pattern,

— association rules, i.e. rules related to deternonabf relations between the
features and attributes in the matrix of valuesraihing (here: input) pairs to
the artificial neural network.

At present, the methods of data analysis, inclugirdiminary analysis of data
are more advanced (e.g. systems for classifyingy@mdy Microsoft), and have
much lower error rate than those conducted by peolalssifying objects or ele-
ments.

In order to improve the quality of data being pissad, in artificial intelligence
algorithms, including artificial neural networks)put data undergo appropriate
preparation. The process of preparation of thebdat (input matrices) comprises
the following stages:

- preliminary transformation of data related, e.g.staling individual numeric
data in order to obtain appropriate values, oftemlmned with supplementing
the missing values and characteristics construdtieolving formation of new
characteristics, describing processes occurringpénsystem from the point of
view of the research goal; such analyses are peeusing e.g. automated al-
gorithms, including methods that learn so callgmesentation,

- preliminary transformation of data related e.gs¢aling selection of character-
istics involving verification - whether they dedmithe phenomenon being ana-
lysed correctly and exhaustively from the poinvigw of selection of the most
significant relations, including assignment of wegto them or use of other
methods of classification (e.g. ranking, tournamassigning ranks, etc.).
Classification can be defined as assignment ofggcbor an element to a spe-

cific input class of the sample, whose class isnomkn. Assignment to the class is

performed by a trained model called classifier,cihacts based on the value of
known characteristics or similarity of charactecist

It is taught using sequence of samples e.g. irfdhm of vectors or matrices,
for which both the class and the values of charesties are known. In this case,
supervised teaching is applied. There is also ailpitisy of using various classifi-
cation algorithms. Therefore, it is necessary tecethe best algorithm for the
classification problem being solved in order toaithe best efficiency and effec-
tiveness. The most frequently used algorithms gellogic regression, decision
trees, random forests, support vector machine,Tétey are characterized by both
low complexity and high efficiency and effectiveaesf classification. Logic re-
gression is one of many algorithms, which are deedlassification when a sam-
ple is assigned to one of two classes. A signifigmoblem to solve is then selec-
tion of the appropriate method for determinationcoéfficients such as the least
square method, decomposition method, Cholesky riaatmn (decomposition), or
gradient method, etc.
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Decision tree is a classifier, usually represeriigda binary tree, in which
nodes describe individual pieces of data in terfrie@values of a selected charac-
teristic, and leaves describe individual samplas Ilelong to a given class.

Another method is random forest as a set of ciassifensemble classifier) in
which each single classifier is a decision treenéa continuously without halts
until a leaf contains only samples belonging togame class. Each classifier in the
random forest is trained using a random data sasglkcted for that particular
classifier. Such a technique of data generatiaalied bagging or bootstrap aggre-
gating [21, 24-25].

Another algorithm used in classification is Suppddctor Machine algo-
rithm, which determines a hyperplane that separsdewples from various classes
with a maximum margin between them. In order tauemgnaximum width of the
margin between the samples from various classesimazation of the module of
the vector||w]| is performed, at the same time maintaining cladging A sepa-
rate problem is the assessment of classifier pedoce, conducted in order to
establish its quality. For this purpose, two sétdata are required, the first one for
training the classifier, i.e. so called training, s.d the other one, used for testing
the classifier. More detailed assessment of classifiay be obtained bk-fold
testing, which is often performed as data validatidarious metrics such as per-
mutation test are used for the assessment of #ssifier. Clustering algorithms
use different distance measures, the most impoofanhich are presented in table
1. They include, i. a., the Minkowski distance, Mahalanobis distance, the cosine
distance, the power distance and the Bregman dimesy Measures and models
corresponding to the above distances are presantaldle 2. They are described in
detall, i.a. in works [21-25].

In the literature on the subject, cluster analgdi®rithms are divided into the
following basic categories [3-5, 7-11, 19-21, 23:25

—hierarchical methods based on development of fieestson hierarchy for a
set of objects, starting with such division in whigach object constitutes a
cluster, and finishing with a division, in whicH abjects belong to one clus-
ter,

—-grouping using k-means method — grouping that weslpreliminary divi-
sion of the population into a predefined numbecloters, followed by the
improvement of the division by moving certain elenseto other groups,

-fuzzy clustering method, including the best knowme&ans method, in
which an element is assigned to more than one @ateghich allows for
using fuzzy clustering algorithms in tasks involyiclassification of ele-
ments to one or more categories,

-methods that use Self-Organizing Maps, which alltov so called
knowledge mapping and self-formation of clustersdafa or information
about data.
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Table 1. List of distance measures

No and

Name Measure Special cases Applicatign Notes
1 2 3 4 5
With the increase of dimen-
— : | P=1 city block sionality of the problem, the
58 Generalls'ed meas (Mahnattan) distance| Exact Scienc-| difference between close and
2 c ure of distance _ . . A .
8 8| between points in P=2 Euclidean dis- es, far points dwindles
o € © Euclidear?s ace tance Psychology, The value of Minkowski dis-
=7© pace. P=o Tchebychev| Design. tance is dominated by charac|
distance is obtained. teristics measured on a scalég
with the greatest span.
2 When co-variance When charac-
8 o) It is assumed that . h teristics are _ <1
€ 2| the characteristics matrix is a diagonal not correlated Fory = -3, %2 X
S . i .
. S 8| arenotcorrelated | Matrx. The distance | 00 o Is transformed to Euclide
N 0 . becomes weighted : : an distance
S ©| Wwith one another. : ) tion of outli-
Euclidean distance.
= ers.
Uses cosine of the
o 9 | d is basi For measur-
c 2| ange andisbasic ing similarity
s » & measure used in - -
™ 3 o between
O 2| systems for finding documents
© information. :
= 8 | Increase or decreas Changing
. ‘J;J = of increasin P =r distance is equal weight in the
Y o5 ) 9 Minkowski distance. selected -
a .2 weight. di :
5 imension
S 8 Considers more Ir:egalg?géetrgs
EG complex relations ) signal com- Is often transformed to other
w2 2 between the com- gnal ¢ distances.
[ pression.
Q.= pared vectors.
°
Source own compilation on the basis of works [5, 21,25)-
Table 2. Mathematical models of distance measurement
No. No Mathematical model
T
1. Minkowski distance d, (xi, xf) = :Z |xii —xji[P]He
=1
. . . T _
2. Mahalonobis distance dy (xd, %)) =J(xi —x%) T % —x;)
,_ . X xilyl
3. Cosine distance Geos (X1, 2)) = 1 — 7———1
[EATTEA
4. Power distance (dy . (x; %) = T |xil — xfL PYMT
5. Bregman divergence d.(xy) =e(x) —e(y) — (x—y)TVa(y)

Source own compilation on the basis of works [5, 21,25)-
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Moreover, three different techniques of fuzzy aistg can be distinguished: par-
titioning algorithms, which involve finding an optum division of a set of exam-

ples into a specified number of clusters (group@rarchical algorithms, which

involve hierarchical attempt at discovering clussemucture, density-based algo-
rithms, which divide sets of examples using prolstid model for base clusters.

3. Polish Power Exchange

Towarowa Gielda Energii S.A. (TGE S.A.,) [Polishvw Exchange, PPE] is
a joint stock company established in 1999 [12,18], PPE offers its participants
access to uniform market data, which can be acddbssugh the Company’s plat-
form, the access is open, and rules for all comi@eiransactions are uniform.

PPE is a subsystem of PE with transactions quotatig. Day Ahead Market
(DAM). The data allow for finding the best offer tdme market and managing pric-
es and volume of electrical power required by austis. The main areas of activi-
ty of the Exchange include commaodity transactionghe following markets: the
Day Ahead Market, the Commodity Forward Instrumesrket with Physical
Delivery, Property Rights Market, Emission AllowasdVarket, etc.

Polish Power Exchange initiated introduction of remutions related to trade
in electrical power. It runs markets in which thgdest companies in power indus-
try participate. PPE is constantly developing addirsg new markets. At present
Polish Exchange Market conducts activity relatedraole in electricity and liquid
and gaseous fuel, limiting emission of pollutidmiting the volume of production,
property rights, etc.

The Day Ahead Market is a spot market for elecitycaver. Its main goal is
to create prices of power for contracts concludedh® power market in Poland.
Another goal of the DAM is to balance contract poss, assessment of compa-
nies value, generation of investment signals reladedevelopment of new power
capacities, etc. The DAM on the TGE S.A. consi$t®4ehour day markets, where
specific hour contracts are quoted. Moreover, thdbffers three types of block
contracts, i.e. BASE — delivery of 1 MWh of elecéli power per hour, PEAK —
delivery of 1 MWh of electrical power between hout€0 — 22:00, Offpeak —
delivery of LMWh of electrical power outside pealurs e.g. 0:00-7:00 and 22:00-
24:00.

TGE S.A. also permits submission and settle ovefetiunter transactions
(OCT) based on standards contracts quoted on thd Béssion, and the trading
volume is calculated with the accuracy of 0.01 XNl (minimum volume equals
0.1 MWh). Quotations on the exchange take placé daielectronic form, by
means of a special platform developed for this psep Selection of a particular
day takes place following the selection of this dathe calendar together with the
information, which, due to public access may bedusescientific and research
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experiments. Numeric data from PPE is availablenyone. The values used in the
calculations cover the period of three months (02010 - 30.09.2010). The val-
ues present electrical power delivered and sold fijflahd the average weighted
by the volume of electrical power price obtainea given hour of the 24-hour day
[PLN/MWHh]. Due to relatively big amount of data fan example research exper-
iment, i.e. the dimension of 24 x 92 (24 hourshaf 24-hour day, 92 samples from
the above mentioned three months), only the déd#erkto the volume of electrical
power [MWh] will be shown. In order to show how tHiata increase and decrease
in particular hours of the 24-hour day and in maltar days, the visualisation was
performed for particular volumes of sold and defdekelectrical power for appro-
priate hours and days for the average price olddimreelectrical power sold.

4. Preliminary preparation of data for the experiment

Data was obtained in the form of two matrices 282x(for the period of
01.07.2010 - 30.09.2010) from PPE quoted on the DA& matrix of ep volume
and matrix of prices [12]. Therefore, the first mapresents 24 inputs correspond-
ing to the volume of electrical power delivered @ott [MWh] in particular hours
of the 24-hour day, quoted on the DAM in the peradd3 months. The second
matrix contains averages weighted by price voluiiioed from power sold to
customers [PLN/MWh] in particular hours of the 2duh day in the above men-
tioned period. In order to improve the processraihtng artificial neural network,
the data was normalized and the course was presanfey. 1. In order to input
data to Matlab Workspace two separate matrices areged, namelyJ — matrix
of ep volumeY — matrix of weighted averages of ep prices.

5. Research experiment
In order to create Self-Organizing Maps, newsontfion was used, which
creates a self-organizing map with two inputs angetwork of neurons on the
hexagonal map with dimensions x by y, as follovig}: [
net = newom([0 1; 0 2],[2 4]) Q)

To create plots of a generated map, a standardidane.g. plot may be used:

plot(net,’+r"). (2)

75



The values of weights of a learning artificial rdunetwork SOM, following
initiation are further determined based on the wirtakes all rule (WTA) [2, 6, 10,
13, 16, 22,26]:

lluk) —w (k) || = min{|lulic) — w; (|}, 3)
where:
u(k) — input vector,
w,(k) — vector of winner neuron weights,
w;(k) — weight vector of i-th neuron.

In comparison with competitive networks, Kohonemwueks not only adapt
their weights as weights related to the winner aeut also weights of all their
neighbours within specified neighbourhood radiusoading to the following rule
[6, 10]:

W{(l— a) wy (k) + a;(k), forieQ (4)

w; (k), in other wise '

where:
- neighbourhood of the winner neuron,
a- learning step.

At the beginning of learning, a neuron predispadsele the winner, is select-
ed based on minimization of the difference betwienweights of neurons, while
the components of the input vector are determiredrding to the dependence [6,
24-25]:

d(x, Ww) = min1<_}'<N d(x,w;) (5)
where:d(x, W) — distance function between the input vector a arights of the
neuron.

The most common standard distance functions usdalie:

— scalar product

dx,wp) = x|l Wl cos(x Wy), (6)

- Euclidean distance

de W) = llx— Will = [Z¥ (x, - w2, (@)
deew) = |2, Iy -w@) (8)

and many other methods, including those presemtédbie 1 and in table 2 [3-5,
21-25].

— Manhattan norm
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In order to perform cluster analysis, Artificial al Network (SOM) was
used, which was designed using Neural Network Taobnd SOM Toolbox. The
experiment involved 24 input quantities relatedhe volume of electrical power
sold in particular hours of the 24-hour day [MWInda24 output quantities related
to the average price obtained in particular hodrthe 24-hour day for electrical
energy sold [PLN/MWh]. Therefore, the input matamd the output matrix have
the dimensions of 24 x 92. This allowed to defingystem of MIMO type (Multi
Input i Multi Output) as a real fragment of a systevhich is PPE quoted on the
DAM. A model of the PPE was designed in the fornAdificial Neural Network
of SOM type with 24 inputs, which was used for niagpknowledge related to
regularities found in the real system. Competitearning method was used, which
involves competition of neurons on a grid with thmensions 6 x 4 as in figure 1,
i.e. values of weights of 24 neurons are projeot#d a plane in order to show data
clusters that show self-organization — figure 2.

) create Newetwork [ xd
MWetwark Name:inelworkz
rMetwark Type! |Self—urganizing map L‘
Input ranges: |2608351 B491] |Get frarm in... j
Dimensions of magp: |[ﬁ 4]
Topology function: IGRIDTOP j

Distance function:

Qrdering phase learning rate:lD_Q

Ordering phase steps: |1IIIDD

Tuning phase learning rate: |D.02

Meighborhood distance: |1.D

e Defaults | Cancel | Create |

Figure 1. Designing ANN SOM. Denotations: LINKDIST — layeisthnce function,
GRIDTOP - type of network topology, Get from Inpugetting input data matrix.
Source elaboration using Neural Network Toolbox [5]

The figure shows four forming classes of neurosms four price categories set
and quoted on the Day Ahead Market for electricalrgy delivered and sold in the
period being examined (in 24 hours of the 24-hay)dAll the above mentioned
classes are characterized by different strengthefelationship between the vol-
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ume and the price of electrical energy, with tHatienship being the strongest for
class 1 and the weakest for class 4, respectively.

—

Figure 2. Mapping final values of 24 weights onto a planmgdrtificial Neural Network

SOM, available in SOM Toolbox. Denotations: x axigalues of weights related to neuron

1, i.e. weights w, y axis — values of weights related to neuroine2 weights w Elabora-
tion using SOM Toolbox [5]

6. Conclusion and further research

Cluster analysis was performed as a preliminarplpra of neural modelling
of Polish Power Exchange. This was related to, performing literature research
on cluster analysis methods in order to examinesipiity of projecting
knowledge in relation to PPE quoted on the DAMestbn of the artificial neural
network (SOM) and its use for mapping informatidioat the volume of energy
sold and prices obtained on PPE DAM.

Possibilities of MATLAB and Simulink environmentsgecially Neural Net-
work Toolbox were examined in the scope of thearde data was prepared and
cluster analysis was performed using the prepaata, evith no predefined cluster
analysis method, e.g. k-means. Instead, SOM (Sgj&dzing Maps) were used.
Four classes were obtained indicating the occuerefhéour categories of prices on
PPE quoted on the DAM.

Thus, the fundamental goal of the research wailédfas a result of design-
ing and conducting preliminary analysis of realadedncerning PPE listed on the
DAM. It turned out that there is a possibility afpsrating four classes covering
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points on the knowledge map (fig. 2), which canfimther used to carry out in-
depth research in assigning to individual neurtwvesntumbers of hours and possi-
ble tracking of changes in their position in sepat@ours 24 hours a day for the
entire examined period, which sets a new diredtiomesearch.
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