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INTRODUCTION

Navigation challenges for mobile robots have 
been extensively studied, particularly in planning 
collision-free trajectories, as documented in [1]. 
Recently, the application of artificial intelligence 
methods to plan mobile robot movements has 
garnered significant interest [2]. A critical task in 
mobile robotics involves recognizing objects in 
the environment and making informed movement 
decisions. For this purpose, digital image process-
ing using deep learning (DL) is used (see e.g. [3, 
4]). Currently, deep learning usually functions as 
a stand-alone element of the system. The authors 
of the article [5] proposed an autonomous land-
ing system for unmanned aerial vehicles, in which 
deep learning is only used to classify the terrain. 
Additionally, deep learning was also used to mod-
el the scene labels for each pixel as described in 
the research presented in the works [6, 7], which 
led to the semantic mapping results.Deep learning 
is widely used in computer vision for recognition. 

Considering the receptive recognition field, these 
tasks can be divided into patch-wise and pixel-
wise classification [8, 9, 10]. A typical example 
of piecewise classification is image classification. 
Its purpose is to assign a label to each image. In 
recent years, canonical image classification da-
tasets have emerged to validate new algorithms. 
These datasets consist of handwritten digits such 
as mnist [11], street view house numbers such as 
the svhn dataset [12], and objects such as cifar-10 
[13]. Another example of point classification is the 
so-called detection, location and recognition of 
objects. In this task, one has to first detect the pos-
sible location of an object and then recognize it.

Taking advantage of the wide application of 
deep learning, researchers use these methods, 
among others, to plan the movements and navi-
gation of mobile robots. Authors of [14] describe 
an indoor exploration algorithm for mobile ro-
bots using a hierarchical structure. The proposed 
structure combines several layers of a convolu-
tional neural network with the decision-making 
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process, and the planning system is trained from 
start to finish, taking only visual information 
(RGB-D information) as input. Then it generates 
a sequence of the main direction of movement 
as a control signal, as a result of which the robot 
achieves the ability of autonomous exploration. A 
very similar solution is presented in [15], where 
the authors also proposed a method of exploring 
the environment by a mobile robot based only on 
the input signal from the RGB-D camera. In [16] 
authors described an internal analysis algorithm 
for mobile robots that hierarchically connects 
various layers of a convolutional neural network 
(CNN) with the decision-making process. The en-
tire system is comprehensively trained on the ba-
sis of data recorded by a depth camera (RGB-D). 
The results include a proposed model for expand-
ing the robot’s critical movement directions to 
achieve autonomous analysis capability. The com-
bination of deep learning with the RRT (eapidly-
exploring random tree) method is presented in the 
paper [17]. The authors proposed an algorithm for 
planning the optimal trajectory of a mobile robot 
equipped with a digital camera in an environment 
with static and dynamic obstacles. The discussion 
about path-planning methods that use neural net-
works, including deep reinforcement learning, and 
its different types, such as model-free and model-
based, Q-value function-based, policy-based, and 
actor-critic-based methods is presented in [18]. 

The practical implementation of deep learn-
ing in real robotic tasks poses significant prob-
lems. Thus, the ultimate goal of this paper is to 
find solutions to these problems, with the vision 
of providing practical DL methods for autono-
mous navigation that are effective in training, 
generalizable, and can be implemented in real 
mobile robots. The main idea is to use low-budget 
elements to build a research station and an actual 
robot. Moreover, the research results presented 
below can also be used in real-world applications. 
As is known, road sign recognition is an essen-
tial part of perception in autonomous vehicles, 
which is currently performed almost exclusively 
using deep neural networks (DNN). However, it 
is known that DNN are susceptible to adversarial 
attacks. Road signs are particularly promising 
for adversarial attack research due to the ease of 
conducting real-world attacks using printed signs 
or stickers. Therefore, it can be concluded that 
research on the use of neural networks for road 
sign recognition under various interferences is a 
significant problem in the current world. 

This study has the following structure. The 
second section presents a design of the research 
station. The third section includes the assumptions 
of the studying. The fourth section presents re-
sults and their analysis. Finally, discussion about 
obtained results and further work are shown.

PREPARING A STAND FOR ALGORITHM 
TESTING

In order to carry out tests, a simple mobile plat-
form was created, consisting of a chassis with two 
DC motors and controller. The entire system was 
connected to a Raspberry Pi 4B. The camera was 
connected to the robot using a USB interface. The 
algorithm based on image registration by a camera 
and the recognized pattern. As a result, it is im-
portant to have a constant preview of the camera 
image, along with information about what charac-
ter is currently visible and how accurately the al-
gorithm identifies it (i.e. probability expressed in 
percentage). This requires a permanent connection 
of the Raspberry Pi microcomputer to the monitor. 
Since the research aims to evaluate deep learning 
quality in robot navigation, controlling the mobile 
platform through sign recognition without physical 
movement was deemed the best solution.

The stationary platform allows continuous 
monitoring of the neural network’s character rec-
ognition probability via the monitor. The research 
stand presented in Figure 1 consists of mobile robot 
with controller (1), digital camera (2), Raspberry 
Pi 4B (3), monitor with a view from a digital cam-
era (4). The written movement algorithm allows 
the robot to drive through the maze, but it is not a 
physical route. However, there is a standard exami-
nation of the quality of the algorithm by recogniz-
ing characters and responding appropriately. This 
is a compromise between a physical robot moving 
through a maze and a kind of “simulation” that al-
lows the algorithm to be tested in reality, rather 
than in an ideal environment without disruptions.

If the probability of recognizing a particular 
character is higher than the value set as the limit 
(e.g. above 95% recognition certainty), the mo-
bile platform changes its state. The condition is 
related to the movement of the engines, i.e. ap-
propriate response to certain road signs. Table 1 
shows the dependence of the movement of the 
motors on the state in which the robot is located.
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ASSUMPTIONS AND PURPOSE   
OF THE RESEARCH

Using the knowledge related to current solu-
tions in terms of machine learning and the grow-
ing popularity of artificial intelligence, an attempt 
was made to create a mobile device that uses deep 
learning in navigation. It was decided to create a 
real robot with an implemented neural network, 
programmed in Python. Thanks to a real device, 
it is possible to study the influence of external dis-
turbances, such as a shadow created by the sun’s 
rays. A model in a simulator can make a neural 
network work under ideal conditions, but not in 
real life. The construction of the mobile device 
consists of a chassis on wheels and a camera, 
which, in conjunction with the neural network 
on the Raspberry Pi 4B, is able to recognize road 

sign objects and, based on them, drive through the 
maze. The main task of the constructed robot is 
to examine how effective deep learning is in real 
conditions and whether complete vehicle autono-
my is possible based on neural networks. 

The neural network was programmed using 
Python 3.10 and the OpenCV library for image 
processing. It was used primarily to read images 
for pre-processing data for learning the neural 
network, as well as for the preparation of patterns. 
In addition, thanks to the combination of a com-
puter camera with OpenCV, it was possible to use 
them to record the image from the computer on 
an ongoing basis to check whether the network 
is properly taught the patterns. In addition, the 
OpenCV package will also be used in the mobile 
platform itself for road sign detection.

Preparation of patterns for the use of deep 
learning

The first stage of starting work on the neural 
network was to consider how to prepare patterns 
for its learning. Deep learning is based on learn-
ing patterns through a convolutional network 
based on pictures of images. Therefore, it was 
necessary to prepare appropriate folders for each 
type of patterns, and then assign photos to them, 
on which the algorithm would learn. In order for 
the network to be properly trained, many images 
had to be generated to train it.

Many different approaches to how samples 
should be prepared have been considered. At the 
very beginning, it was decided that the network 
would recognize five different road signs. These 
will be signs indicating the end of the route, stop 
and three arrows responsible for moving to the 
right, straight and left (Figure 2). It was found 
that five different objects to be identified would 
be a sufficient number for the robot to be able 

Figure 1. A research stand

Table 1. Dependence of the state on the movement of the motors
State Condition description Left engine speed Right engine speed Movement of robot

1 Reading the end of the road 
sign

100% max speed 
counterclockwise

100% max speed 
counterclockwise Platform rotation

2 Reading a left turn sign 0% of maximum speed 100% max speed clockwise Turn left

3 Reading a right turn sign 100% max speed 
counterclockwise 0% of maximum speed Turn right

4 Reading the go straight sign 100% max speed 
counterclockwise

100% maximum speed 
clockwise Moving straight

5 Stop sign reading 20% of maximum speed 
counterclockwise

20% of maximum speed 
clockwise

Moving straight at reduced 
speed
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to successfully navigate the maze, as well as to 
check the quality of the algorithm.

Implementation and learning of a neural 
network

The most popular neural network for im-
age recognition processing is the convolutional 
network (of the convert type). Within the Keras 
package is a combination of two main layers, 
Conv2D and MaxPooling2D. In the designed 
model, they play the main function as the basis 
for the created algorithm, but other, additional 
layers have also been added. So that the neural 
network does not require too much data process-
ing and the Raspberry Pi 4B platform can process 
it, all images have been reduced to a size of 50 
by 50 pixels. It was found that, depending on the 
results achieved, it would be possible to enlarge 
the image. For relatively simple elements, such as 
road signs, this neural network size will be suf-
ficient to be able to recognize images well.

The basic element of a neural network is a 
layer. In the Keras package, it consists of a cal-
culation function and some stored state that is up-
dated in the subsequent ones layers. The library 
used contains many built-in layers that are used in 
deep learning, including: image processing.

Programming the algorithm began by speci-
fying a sequential neural network model using the 
keras.Sequential() command. This involves creat-
ing a stack of layers, where each layer has only 
one output and input tensor. Thanks to this mod-
el, it is possible to gradually arrange subsequent 
layers using the model.add() expression. This is 

especially useful in the case of a convolutional 
network, which requires the sequential applica-
tion of two layers.

The next pair of layers is a stack of Conv2D() 
and MaxPooling2D() layers. At the very begin-
ning, the network accepts an object (tensor) with 
a specific structure. This shape is determined by 
three parameters – the height and width of the im-
age and its depth. In the case of this neural net-
work and prepared images values are equal to in-
put_shape = (50, 50, 3). Images for learning the 
network have dimensions of 50×50 pixels and are 
in RGB colors, hence the depth is three. The ten-
sor specified in the declaration is accepted only in 
the first layer, in subsequent layers the arguments 
are transferred automatically. Except for the first 
layer, where there was a need to enter an argument, 
all Conv2D() layers are similar in their structure. 
They are defined by two main parameters, the size 
of the patches extracted from the input data and 
the depth of the output feature map. Patches are 
matrices with dimensions usually 3 × 3, depth is 
the number of filters. Here, convolution works by 
moving a matrix of a specific dimension on the 
feature map and extracting a three-dimensional 
patch. This patch is then transformed to obtain a 
vector with a length equal to the depth of the out-
put feature map. All vectors are later rebuilt to cre-
ate a new three-dimensional output map.

The MaxPooling2D() layer complements Con-
v2D() by reducing the feature map size. It samples 
the input using a 2×2 extraction window, which 
moves along the height and width dimensions, 
capturing the maximum value of each channel 
within the input window. This mechanism is used 
to reduce the number of processed feature map 
elements and to implement a hierarchy of spatial 
filters. After implementing a few image processing 
layers, the next class was layers.Flatten(). Its task 
is to flatten the input data into one dimension. This 
layer is necessary to be able to add layers unre-
lated to convolution or scaling. Layers.Dropout() 
prevents overfitting. This is a phenomenon that 
means that the model is only able to recognize the 
object correctly in the case of input images, and 
any slightest change causes the result to deviate 
from the correct solution. This phenomenon may 
occur when there are few examples in the train-
ing set. To avoid overfitting, a Dropout() layer was 
introduced, where 1/3 of the input units are dis-
carded. The last layers are regular Dense() layers 
with a specific number of output units. The layer 
accepts a two-dimensional tensor with the length 

Figure 2. Road signs that the algorithm will 
recognize
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returned from the Dropout() layer, and returns a 
tensor with a specific length specified in the func-
tion, in this case first with length 500, and finally 
5 (number of labels) [19]. An activation function 
has been defined in the Conv2D() and Dense() 
layers. In most layers it is relu, only in the last 
one it is sigmoid. This allows you to generate val-
ues that can be interpreted as probability. The relu 
function, or rectified linear unit, zeroes negative 
values, and sigmoid rescales the values so that 
they are in the range from 0 to 1 [19]. Ultimately, 
the resulting neural network consists of 12 layers. 
Its entire appearance is presented in Listing 1. All 
network transformations in sequence and all pa-
rameter values established are visible there.

The structure of the modeled neural network:

Listing 1
model = keras.Sequential()
model.add(layers.Conv2D(64, (3, 3), 
activation=”relu”, input_shape=(50,50,3))) 
model.add(layers.MaxPooling2D((2,2)))
model.add(layers.Conv2D(128, 
(3, 3), activation=”relu”)) model.
add(layers.MaxPooling2D((2,2)))
model.add(layers.Conv2D(255, 
(3, 3), activation=”relu”)) model.
add(layers.MaxPooling2D((2,2)))
model.add(layers.Conv2D(255, 
(3, 3), activation=”relu”)) model.
add(layers.MaxPooling2D((2,2)))
model.add(layers.Flatten())
model.add(layers.Dropout(0.33))
model.add(layers.Dense(500, ac-
tivation = ”relu”))
model.add(layers.Dense(5, ac-
tivation = ”sigmoid”))

After creating the deep learning algorithm, the 
loss function, optimizer and metrics needed to be 
defined. Due to the fact that the network, through 
the last layer with the sigmoid activation func-
tion, returns values interpreted as probability, the 
most appropriate choice for the loss function is 
binary crossentropy, and the best choice of the op-
timizer will be Adam() with a learning_rate value 

of 0.0001. Accuracy was chosen as the metric to 
monitor the accuracy of the neural network [19].

RESULTS

This section is divided into four subsections re-
garding the results of the experiments performed. 
Individual experiments demonstrate the quality of 
the designed and programmed neural network.

Experiment no. 1 – the influence of the size of 
the pattern

The first study was to check the influence 
of the pattern size on the quality of road sign 
identification. The study aimed to determine 
what size of individual characters is sufficient 
for the algorithm to recognize correctly pattern 
and rotate the motors according to the desired 
effect. Checking the influence of size is directly 
related to determining the distance from which 
the mobile platform is able to detect a road sign 
and behave in accordance with the programmed 
instructions. The probability expressed as a per-
centage directly translates into the quality of the 
results obtained. To create conditions enabling 
the tests to be performed, it was necessary to 
prepare a field with road signs of various sizes 
and a previously constructed stand for testing 
the algorithm. Patterns of three signs were made, 
i.e. a go straight sign and a stop sign and the end 
of the road, with six different sizes. Individual 
signs were placed next to each other, at an equal 
distance from the camera.

Three measurement series were performed, 
one for each character. First, tests were carried 
out for the order to go straight, then for the stop 
sign, and finally for the end of the road. The re-
sults are presented in the Tables 2, 3, 4.

The tests were performed over a short period 
of time, under the same light source. Thanks to 
this, stable conditions were ensured with similar 
disturbances for each sign. The camera was po-
sitioned stably for each test. Only the shadows 

Table 2. Recognizing the straight move sign
Pattern size (diameter 

expressed in mm) 48 mm 33 mm 28 mm 23 mm 18 mm 13 mm

Recognized sign Move straight Move straight Move straight Move left Move left Stop
The probability with which the 
sign was recognized 100% 88% 66% 47% 70% 54%
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falling on individual road signs could influence 
the algorithm’s evaluation of the patterns. Road 
signs were recognized by the camera of a mobile 
platform placed 20 cm from the model. The first 
thing it can notice when analyzing the results is 
the fact that for a stop sign, regardless of the size 
of the pattern, the algorithm correctly recogniz-
es the sign. This may be due to the fact that the 
stop sign is very distinctive compared to other 
road signs that the network recognizes. Due to 
the presence of a red background tint, the neural 
network is able to distinguish it from others, even 
with a small pattern size, around 12 mm in di-
ameter. In the case of the sign indicating straight 
movement, there is a significant deterioration in 
the quality of sign recognition. Up to a diameter 
of 28 mm, the neural network was able to correctly 
identify the pattern. In the case of a signpost with a 
diameter of 23 mm and 18 mm, the algorithm clas-
sified it as a left turn. This confirms insufficiency 
training the neural network, but the deep learning 
program was still able to correctly recognize the 
background on which the arrow was located. In the 
case of the 13 mm diameter, the classification was 
completely incorrect, by confusing the pattern with 
a stop sign. The end of the road sign was identified 
by the deep learning algorithm better than when 
moving straight. The neural network correctly rec-
ognized the sign for diameters from 45 mm to 25 
mm. The algorithm achieved erroneous results at 

sizes 20 mm and 12 mm, where it classified the 
pattern as moving to the left. This is a permissible 
error due to the background colour, but the pro-
gram completely ignored the red fragment.

Experiment no. 2 – the influence of changing 
light

Another test of the quality of the deep learn-
ing algorithm was to test how light affects the 
quality of signpost recognition. On roads in natu-
ral environments, light intensity is constantly 
changing due to changing weather conditions. 
For this reason, the neural network should rec-
ognize individual patterns well regardless of the 
lighting. The experiment was carried out for all 
five characters that the program can identify. The 
signs were placed at the same distance from the 
camera against the same background. 

Three series of tests were performed for each 
sign. First, it was checked how well the algorithm 
works in a well-lit research stand. Then, the quali-
ty of the algorithm was checked in twilight, when 
no light source was present, and the experiment 
was performed in the afternoon. Finally, tests 
were performed in a dark room, with side light 
present. The achieved results are presented in Ta-
ble 5, which shows the probability with which the 
sign was recognized depending on the light.

Table 3. Recognizing the stop sign
Pattern size (diameter 

expressed in mm) 48 mm 33 mm 28 mm 23 mm 18 mm 13 mm

Recognized sign Stop Stop Stop Stop Stop Stop
The probability with which the 
sign was recognized 100% 100% 100% 98% 95% 72%

Table 4. Recognizing the end of the road sign
Pattern size (diameter 

expressed in mm) 48 mm 33 mm 28 mm 23 mm 18 mm 13 mm

Recognized sign The end of 
the road

The end of 
the road

The end of 
the road

The end of 
the road Move left Move left

The probability with which the 
sign was recognized 100% 99% 94% 84% 78% 89%

Table 5. Probability of recognizing the sign expressed as a percentage for experiment no. 2
Light/sign Move straight Move right Move left Stop The end of the road

Top light 100% 99% 99% 100% 100%

Dusk 100% 96% 82% 100% 100%

Side light 100% 97% 79% 100% 100%
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The tests performed showed that for straight 
ahead, end of road and stop signs, variable light 
has no effect on pattern recognition. This may be 
due to characteristic elements that are present in 
road signs (e.g. red background of a stop sign). 
The identification probability was 100% regard-
less of lighting changes, which means that the neu-
ral network in these cases excluded other possible 
solutions. It is possible that the algorithm in the 
case of a larger database of recognized elements 
(e.g. increased by a no-entry sign) would have 
difficulty assessing the Stop sign in poorer light. 
Different results were achieved for the right and 
left movement sign. In the case of these patterns, 
it can be assumed that the neural network does 
not recognize the character correctly in all cases 
and has some problems in distinguishing left-
right arrows. This conclusion can be drawn from 
the fact that if the signs changed to a right or left 
movement during the study, the neural network 
needed a short time to stabilize the type of the rec-
ognized signpost. For the top light, the results of 
the driving order to the right and left were equal 
to 98% and 99%, respectively. When the lighting 
changed, the probability of identification changed. 
In the case of movement to the right, these results 
were high, and the different light intensity did not 
drastically affect the evaluation of the pattern, the 
difference was of the order of 1-2%. Moving to 
the left, however, achieved much worse results 
when the light changed. In twilight, the recogni-
tion quality dropped to 82%, and in side light to 
79%. This means that in both cases the probability 
decreases by approximately 20%. With the default 
limit value, the neural network would not be able 
to respond appropriately to the sign. Even though 
the training and validation sets were equal for 
each signpost, there were problems with correct 
recognition of right-left signs. This may be due to 
the fact that the patterns are very similar to each 
other (the occurrence of a horizontal white line), 
and scaling the image to a smaller size distorts the 
estimation of which direction the arrow is point-
ing. Changing light affects the occurrence of er-
rors even more drastically.

Experiment no. 3 – the effect of occluding the 
sign

In the third study, it was checked how much 
occlusion of the sign was allowed so that the 
neural network would be able to correctly iden-
tify the pattern. In fact, some acts of vandalism 
occur in the form of damage to the sign, which 
disturbs the correct assessment. Also occurring 
natural conditions, such as leaves or snow, may 
partially obscure the signpost. Checking the ex-
tent to which a sign can be hidden so that the 
neural network recognizes it correctly is related 
to perception distortions occurring in the natu-
ral environment. The same stand was used for 
the experiment as in the case of testing variable 
light. The covering effect was achieved by par-
tially covering the sign. Four measurement se-
ries were performed for each of the signs with 
occlusions of 0%, 25%, 50% and 75%. Covering 
was done by dividing each sign into four equal 
parts and gradually covering more and more 
quarters in the signpost. The obtained results of 
the probability of recognizing a specific pattern 
are presented in Table 6.

The lighting and the distance at which indi-
vidual characters were recognized were constant 
for each pattern. Therefore, the influence of other 
elements that could interfere with the tests was 
minimized. The assessment of which sign was 
currently visible was influenced only by the de-
gree of occlusion. During the examination, care 
was taken to ensure that the characteristic ele-
ment was still visible on each of the signs. This 
was to prevent mistakes in the event of covering 
the element that distinguishes a given sign from 
others. For example, if the arrowhead of a traffic 
sign to the right is obscured, it would be very dif-
ficult for the created neural network algorithm to 
distinguish it from an order to go left. Analyzing 
the results in Table 6, it can be seen that for no and 
25% occlusion, the neural network achieves very 
good results in recognizing all characters. The ex-
ception, however, is the straight move sign, for 
which the probability is only 92%. Is this is still 

Table 6. Probability of recognizing the sign expressed as a percentage for experiment no. 3
Sign Move straight Move right Move left Stop The end of the road

No obscuration 100% 100% 100% 100% 100%

25% occlusion 92% 99% 100% 100% 100%

50% occlusion 88% 93% 99% 100% 99%

75% occlusion Not recognized Not recognized 95% 99% 98%
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a significantly dominant value, but no longer suf-
ficient to respond appropriately with the default 
limit value. With other scores equal to 99% or 
100%, this figure stands out greatly from the rest 
of the scores.

For an occlusion of 50%, the results obtained 
for straight and right movement are much worse 
than for the other three signs. The decrease in 
probability may be caused by the fact that for these 
signs the elements influencing the identification of 
the shape of the white arrow in the signs are ob-
scured. However, this phenomenon does not occur 
in the case of the left turn sign, which is recog-
nized with a probability of 99%. For a 75% occlu-
sion, straight and right movement signs were not 
recognized. In both cases, the neural network con-
fused them with movement to the left. The prob-
ability of the sign moving to the left was estimated 
at 95%. This is slightly lower than for smaller oc-
cupancies, but still very high (higher than for the 
straight motion sign at 25% occlusion). The stop 
sign and the end of the road sign were recognized 
with a probability of 99% and 98% respectively. 
This may be due to the presence of very character-
istic colour arrangements. By analyzing the table 
with the results of recognizing individual signs, it 
was decided to extend the experiment. For signs 
moving straight, right and left, an occlusion of 
50% was used, including covering the direction of 
the arrow. There is such a significant disturbance 
in direction assessment that the mobile platform 
should not react to the change in pattern. The re-
sults are presented in Table 7.

From the conducted study, it can be con-
cluded that covering the arrowhead significantly 
affects pattern recognition. The results achieved 
vary greatly. In the case of right and left traffic 
when the direction of the arrows visible on the 
road sign was covered, the results deteriorated 
significantly. The opposite effect was obtained 
when moving straight. In this case, covering the 
arrowhead increased the efficiency of sign recog-
nition. However, when the arrowhead was cov-
ered, none of the characters exceeded the limit 
value, which is actually desirable when the mo-
bile platform is moving. Covering the direction 

of the arrow causes the person navigating the ve-
hicle to rely more on their guesses than on objec-
tive judgment. In case the individual is not sure 
what the outcome should be, the robot should not 
make the decision on its own.

Experiment no. 4 – the effect of changed 
colours

During previous experiments, it was noticed 
that the recognition of a sign is greatly influenced 
by the presence of characteristic elements, such as 
a red horizontal rectangle for the end of the road 
sign. In some cases, their presence made the road 
sign recognizable with a very high probability, 
even when it was small or largely obscured. There-
fore, it was concluded that it should be checked 
to what extent the absence of these elements will 
affect the probability check. It was decided to per-
form a series of tests for three signposts whose 
colours were changed. For the research, it was de-
cided to take into account the stop sign, the end of 
the road and the traffic sign. Their appearance has 
been subject to modifications, such as a complete-
ly changed colour palette, brightening colours or 
presenting signposts in gray scale. Eliminated 
this allows for distinctive details to occur in many 
ways. Examples of colour modifications of signs 
are presented in Figure 3. Tests were performed 
separately for each road sign pattern. In each 
case, it was examined whether the neural network 

Table 7. Probability of recognizing the sign expressed as a percentage for covering the arrowheads
Sign Move straight Move right Move left

No obscuration 100% 100% 100%

50% occlusion (arrowhead visible) 88% 93% 99%

50% occlusion (arrowhead obscured) 93% 78% 72%

Figure 3. Examples of changed sign colors
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recognized the correct sign and with what prob-
ability the evaluation was made. The results are 
presented in the Tables 8, 9, 10.

The above tables clearly show that colour 
has a very significant impact on the recognition 
of a road sign. It can be seen that some back-
ground shades strongly influence the reading of 
the correct pattern by the neural network. The 
algorithm performed best at stop signs, where 
it got the sign correct 75% of the time. For the 
straight ahead sign, the neural network gave the 
result correctly in 35.5% of cases, and for the 
end of the road sign in 30%. For the first char-
acter, i.e. straight movement, it is clear that the 
algorithm had major problems in distinguishing 
patterns. For the original and faded colours, the 
recognition probability was 100% and correct. 
However, in the case of orange and red shades, 
the neural network identified patterns as stop 
signs with full probability. Due to the very 
characteristic background of the stop sign, the 
algorithm did not take into account the position 
of the arrow and made incorrect decisions re-
garding movement. Additionally, the algorithm 
had trouble recognizing the colour yellow. 

He also assumed he “saw” the stop sign, but 
was only 56% confident in his decision. This 
means that changing the colour to yellow does 
not have such a significant impact on the incor-
rect identification of the pattern as in the case 
of orange and red. Incorrect results were also 
obtained when changing the background to 
green and gray. In the case of the green colour, 
40% confidence in the assessment of the sign 
of movement to the left was obtained. This is 
an erroneous result, but low enough to prevent 
the mobile platform from reacting in an unde-
sirable way. In the case of a gray sign, the neu-
ral network recognized the stop sign with 39% 
probability. This is also a low enough result, 
but very close to correct. A slight change in co-
lour from gray to black allowed the algorithm 
to correctly recognize the sign. In the case of 
black, this is a result that does not allow the 
algorithm to respond appropriately (46%), but 
it is more desirable than in the case of gray.

The best results were achieved for the stop 
sign. The program was unable to recognize the 
pattern correctly only in two extreme cases - for 
blue and black backgrounds. Despite correct 

Table 8. Recognizing the straight move sign

Pattern color Original Faded original 
colors Green Orange Yellow Red Gray Black

Recognized sign Move straight Move straight Move left Stop Stop Stop Stop Move straight
The probability with which 
the sign was recognized 100% 100% 40% 100% 56% 100% 39% 46%

Was it recognized 
correctly? Yes Yes No No No No No No

Table 9. Stop sign recognition

Pattern colour Original Faded original 
colours Green Orange Yellow Red Gray Black

Recognized sign Stop Stop Stop Stop Stop Stop Stop Stop
The probability with which 
the sign was recognized 100% 99% 39% 79% 83% 75% 75% 53%

Was it recognized 
correctly? Yes Yes Yes Yes Yes No Yes No

Table 10. Recognizing the end of the road sign

Pattern colour Original Faded original 
colours Green Orange Yellow Red background, 

white element Gray Black without 
red element

Black with 
red element

Blue background, 
white element

Recognized sign The end of 
the road

The end of the 
road Stop Stop Stop Stop Stop Move straight The end of 

the road Move straight

The probability with 
which the sign was 
recognized

100% 100% 65% 94% 47% 100% 92% 84% 92% 98%

Was it recognized 
correctly? Yes Yes No No No No No No Yes No
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recognition in the remaining colour variants, 
the results were different for each shade. For 
original and faded shades, the recognition re-
sult was around 100%. In the case of orange, the 
confidence in the assessment dropped to 79%. 
Comparing the result to an attempt to recognize 
a straight traffic sign on an orange background, 
it can be seen that the algorithm was more like-
ly to be dealing with a stop sign in the case of 
the changing colour of straight traffic than for 
the changed original. Moreover, the identifica-
tion probability was higher for the yellow co-
lour than for the orange colour. In the case of 
gray scale, the stop sign was recognized with a 
probability of 75%. This is a high value, but it 
does not allow the algorithm to respond appro-
priately. Contrary to the case of moving straight, 
slightly increasing the colour of the black back-
ground automatically caused the sign to be mis-
recognized and identified as moving to the right 
with a probability of 53%.

The worst results were achieved for the end 
of the road sign. As with the previous tests, the 
recognition probability was 100% for the origi-
nal and faded colours. The next and last correct 
result was a score of 92% for a signpost with a 
black background and a red horizontal element. 
This means that the end of the road sign is iden-
tified by the neural network only based on the 
red fragment. The green and yellow background 
meant that the signpost was misrecognized, but 
the probability was not high, only 65% and 
47%. A higher value was achieved with an or-
ange background. As in the previous cases, the 
sign was mistaken for a stop pattern, but this 
time the probability was 94%. This means that 
the closer the colour is to red, the greater the 
possibility of confusing it with the above. sign. 
For the gray and black patterns, a similar effect 
can be seen as in the case of the straight move 
sign. A slight change in colour to a darker one 
reduced the likelihood of an incorrect assess-
ment. The background colour and the presence 
of characteristic elements greatly influence the 
recognition of the sign. This is very visible in 
the case of tests for red and blue backgrounds. 
Both patterns were misidentified with very high 
probability. In the case of a red background, 
the sign was identified as a stop sign and the 
presence of a white T-shaped element was ir-
relevant. Similarly, with a blue background, 
the signpost was recognized as a straight traffic 
sign by the white, vertical element.

Although there are no actual road signs with 
changed colours, significant colour fading may 
occur due to environmental influences. For all 
cases of the analyzed road signs, the recognition 
was almost 100% correct. The algorithm would 
respond correctly to the occurrence of this type 
of disruptions during autonomous driving.

CONCLUSIONS

From the above research, detailed conclu-
sions can be drawn regarding the general opera-
tion of the resulting neural network in the event 
of various disturbances. Performing a series of 
tests for signs allows you to determine how well 
the algorithm has been trained and in what cases 
it makes incorrect decisions regarding move-
ment. Moreover, the tests show what details the 
program pays most attention to, and the presence 
of specific elements can completely change the 
results obtained. In the case of the pattern size in-
fluence test, the correct recognition of a stop sign 
with a high probability of identification stands 
out very well. This is due to the presence of a 
very characteristic element, the red background 
of the road sign. This is a part that is not present 
in the other four signs, so it greatly influences the 
recognition of the signpost. The neural network 
algorithm directly attributed its occurrence to the 
stop sign. This is confirmed by tests performed 
for the changed colour palette, where in the case 
of a red tint in the field, the program recognized 
a stop sign regardless of what main element it 
contained (a vertical arrow or a T-shaped ele-
ment). The algorithm also recognized the end of 
the road sign with a very high probability. This is 
due to the characteristic colour palette (the only 
sign with three colours) as well as the horizontal, 
bright element. This is confirmed by the fact that 
in the experiment with a changed colour palette, 
the algorithm correctly identified the character 
only when there was a red fragment. Addition-
ally, for the small size of the pattern (which cor-
responds to recognition when the signpost is still 
far from the driver), the sign was assessed incor-
rectly. This may be due to the blue background, 
which, due to its small size, may be confused 
with traffic warning signs. The algorithm identi-
fied it as movement left. The most problems with 
correct recognition concerned signs indicating 
movement in a certain direction. These signs are 
very similar, differing only in the arrangement 
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of the arrow. For this reason, when the size of 
the pattern was reduced, the neural network did 
not recognize it correctly, and even with a small 
size reduction, the probability of correct iden-
tification was significantly reduced. It was also 
noticed that the greatest problems occurred when 
assessing the sign of moving to the left. When 
examining changing light, the probability of 
recognition was much lower than in the case of 
moving to the right and straight. Additionally, the 
occlusion had a very negative impact on identifi-
cation, which in the case of stops and the end of 
the road did not contribute to obtaining incorrect 
results. Summarizing the research performed, it 
can be concluded that the algorithm would work 
well in real conditions. The degree of recognition 
of individual road signs is sufficient for the algo-
rithm to correctly navigate, for example, a maze. 
In the case of distant road signs, their recognition 
probability is so low that the mobile platform al-
gorithm will not react too early. However, some 
restrictions should be introduced. Adopting con-
stant lighting conditions (optimal overhead light) 
would be necessary to successfully complete the 
maze. Additionally, signs should not be covered 
to a large extent, because in the case of a traffic 
order, even the slightest covering drastically af-
fects recognition.

In the future, the project may be developed 
in many different directions. The first one may 
be to expand the database of road signs rec-
ognized by the neural network. Currently, the 
database consists of five patterns, but it can 
be expanded to include more prohibition signs 
(such as speed limits), as well as examples of 
warning signs. Additionally, you can create an 
algorithm that would be able to recognize lines 
on the road using a camera and, as a result, stay 
within them. Another development option is to 
increase the number of patterns in the training 
and validation catalogs and subject them to addi-
tional modifications. As research has shown, the 
neural network recognizes some signs only on 
the basis of specific elements occurring within 
the surface of the signpost. Expanding the cata-
log with examples related to changed colours 
and different lighting would result in finding 
another element that would indicate what sign 
was identified (e.g. an inscription instead of a 
red background would be more important). Also, 
changing the scaling when training a neural net-
work may bring different results, which could 
be the subject of research if the work continues. 

Another development option is to transfer the 
neural network to a new platform and further 
tests on a different microcomputer with greater 
computing power, e.g. on the Nvidia Jetson plat-
form. This will allow you to learn about other 
hardware capabilities and give you a better idea 
of what technology is most suitable for building 
autonomous devices. Due to the algorithm being 
created in Python, the Linux-based Jetson mi-
crocomputer would be the most suitable option 
for further testing. Adding the option of manu-
ally controlling the robot via the operator panel 
is also being considered. This would be useful 
in case the platform reacts incorrectly or too late 
to a recognized pattern. Manual mode would be 
controlled using the so-called a pad on which it 
would be possible to switch between automatic 
mode (moving with the help of a neural network) 
and manual mode. Another option to consider is 
connecting a touch screen to Raspberry, which 
would create a graphical user interface to moni-
tor and control the vehicle’s movement.
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