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Abstract

Recommendation algorithms trained on a training set containing sub-optimal decisions
may increase the likelihood of making more bad decisions in the future. We call this
harmful effect self-induced bias, to emphasize that the bias is driven directly by the user’s
past choices. In order to better understand the nature of self-induced bias of recommen-
dation algorithms that are used by older adults with cognitive limitations, we have used
agent-based simulation. Based on state-of-the-art results in psychology of aging and cog-
nitive science, as well as our own empirical results, we have developed a cognitive model
of an e-commerce client that incorporates cognitive decision-making abilities. We have
evaluated the magnitude of self-induced bias by comparing results achieved by simulated
agents with and without cognitive limitations due to age. We have also proposed new rec-
ommendation algorithms designed to counteract self-induced bias. The algorithms take
into account user preferences and cognitive abilities relevant to decision making. To eval-
uate the algorithms, we have introduced 3 benchmarks: a simple product filtering method
and two types of widely used recommendation algorithms: Content-Based and Collabo-
rative filtering. Results indicate that the new algorithms outperform benchmarks both in
terms of increasing the utility of simulated agents (both old and young), and in reducing
self-induced bias.
Keywords: recommender systems, cognitive limitations, aging, e-commerce

1 Introduction

The Covid-19 pandemic has transformed re-
tail markets worldwide. One particular trend has
been apparent: the acceleration of e-commerce
adoption. Global e-commerce market value has
risen to 26.7 trillion US dollars, while the global

share of online sales in retail has risen from 14%
to 19% since 20181. This growth is considered
fast, but it has been even faster in a particular
segment of consumers: the older consumers. In
some countries like the UK, online shopping has
increased by threefold among older adults since the
Covid-19 outbreak. A similar trend is observed in
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other countries[1]. This even faster growth of e-
commerce shopping by older consumers may be the
results of the superimposition of two trends: a faster
adoption of e-commerce caused by the Covid-19
pandemic and the global growth of the share of peo-
ple in the age group 60 plus in the population [2].
In developed countries, not only does the share of
older adults in the population rise, but they are also
well connected to the Internet - in the US, 73% of
citizens aged over 65 had an Internet connection in
2019 [3].

The user interfaces of most contemporary e-
commerce systems are usually adapted for older
consumers [4], offering improved navigation and
readability. Yet, this is merely scratching the sur-
face of a complex research problem that has yet to
be addressed: adapting the decision support meth-
ods used in e-commerce (and, more generally, in
Web intelligence systems) for older users. The de-
cision support methods currently in use all base on
the assumption that, once a user can properly nav-
igate the system, she or he will be able to make
rational, Pareto-optimal (with respect to their indi-
vidual preferences) purchasing decisions with the
system’s support. This assumption is negated by
the well-documented effects of cognitive aging that
limit the ability of older consumers to make optimal
decisions [5, 6, 7].

The significance of this effect has been recog-
nized by researchers in the HCI community, who
have warned against conflating the mitigation of ag-
ing effects with improving accessibility [8]. One
of the necessary adaptations concerns recommen-
dation algorithms ubiquitously used on e-commerce
platforms. In this article, we shall consider cogni-
tive biases and limitations due to ageing [9], and
the vulnerability of recommendation algorithms to
a special type of bias that we call the self-induced
bias.

Self-induced bias of recommendation algo-
rithms is connected to the their users’ limited or
deteriorating ability to make optimal decisions.
In this article, we consider internal limitations on
users’ decision making due to their cognitive lim-
itations, described in detail in the literature review
section. However, sub-optimal decisions could be
due to external limitations, for example supply lim-
itations (imagine a period of short supply during
which users are forced to buy more expensive prod-

ucts, even though they prefer cheaper ones). In our
case, sub-optimal decisions taken by older adults
are used as a training set to create recommenda-
tions, which in turn increases the likelihood of mak-
ing more bad decisions. Properly designed recom-
mendation systems should break this vicious circle
instead of replicating or magnifying it.

The study of self-induced bias due to cognitive
limitations requires an interdisciplinary approach.
The aim of this article is to build a bridge between
computer science and psychology, and to identify
important areas of joint research in the field of rec-
ommendation algorithms.

We propose a new algorithm design, aimed
specifically at counteracting self-induced bias. The
algorithm takes into account not only users’ be-
haviour, but also their decision-making competency
and explicitly stated preferences. To evaluate our
solution, we have developed a simulation model
of older consumers that is based on state-of-the-
art knowledge about cognitive aging and our own
empirical research results. Using the simulation
model, we are able to quantify self-induced bias
and to prove that the proposed algorithms have the
potential to reduce it. However, the potential use
of our algorithms goes beyond the support of older
consumers. Our results indicate that younger con-
sumers benefit from the proposed algorithms, as
well.

The literature review on the impact of cognitive
ageing on decision-making abilities and the state of
art of the recommender systems addressing this is-
sue is presented in section 2 together with a descrip-
tion of the authors’ previous experiments used as a
basis for the new model. The design and specifica-
tion of the agent-based model is discussed in section
3 and is followed by the description of the simula-
tion flow. Next, we discuss recommender systems
used in the simulation and propose a new algorithm
design in section 4. The results of the simulation
experiments are presented in section 5. The last sec-
tion concludes the article.

1.1 Contributions

1. Definition of new research problem concerning
recommendation system trained on sub-optimal
user choices: the problem of self-induced bias.
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Proposal of a method to quantify self-induced
bias using simulation

2. Simulator of e-commerce purchasing process
supported by recommender system for clients
that have cognitive limitations (code available)

3. Proposal of two recommendation algorithms
that counteract self-induced bias and improve
decisions of customers with cognitive limita-
tions, outperforming optimally configured Col-
laborative Filtering and Content-based algo-
rithms

2 Related work

2.1 Cognitive ageing and its impact on the
decision making process

Ageing is associated with a negative changes in
basic fluid cognitive abilities. Three popular ageing
theories explaining the age-related changes are the
Inhibition, Resources, and Speed Theories [10]. In-
hibition theory explains age related deficits in cog-
nitive performance by decreased ability to inhibit ir-
relevant information by older people. According to
resources theory, compared to the younger adults,
older adults have limited amount of cognitive re-
sources available for allocation to a given cognitive
task [11]. Finally, speed theory indicates that aging
is associated with a decline in the speed with which
information processing can be performed [12].

2.1.1 Working memory limitations

Working memory is defined as the preservation
of information while simultaneously processing the
same or other information[13]. Many complex ev-
eryday tasks such as decision-making, problem-
solving, and the planning of goal-directed behaviors
require the integration and reorganization of infor-
mation from a variety of sources. There is a gen-
eral consensus that working memory is impaired in
older adults, although there is disagreement con-
cerning the mechanisms involved [14]. Some re-
sults suggest that different areas are activated in
young and old adults, particularly within the pre-
frontal cortex, indicating that younger and older
adults are performing these tasks differently[15].
An understanding of age-related neurophysiologi-
cal changes may help to account for these differ-
ences.

2.1.2 Executive control

Executive control is a multi-component con-
struct that consists of a range of different processes
that are involved in the planning, organization, co-
ordination, implementation, and evaluation of many
of our nonroutine activities [14]. It plays a sig-
nificant role in virtually all aspects of cognition,
allocating attentional resources among stimuli or
tasks, inhibiting distracting or irrelevant informa-
tion in working memory, formulating strategies for
encoding and retrieval, and directing all manner of
problem-solving, decision-making, and other goal-
directed activities. Executive control is particularly
important for novel tasks for which a set of habitual
processes is not readily available.

2.1.3 Decision-making

While decrease in fluid cognitive abilities im-
pact negatively performance in some decision-
making task, there are also tasks where the older
adults perform better than the younger ones. Bru-
ine de Bruin et al. [16] analysing the adult age dif-
ferences in decision-making competence concluded
that while there is a negative relationship between
age and performance on tasks which were medi-
ated by fluid cognitive ability (Resistance to Fram-
ing, Applying Decision Rules), there is no age-
related relationship or a positive age-related rela-
tionship on some tasks. The authors hypothesized
that in the second type of tasks (Consistency in Risk
Perception, Recognizing Age-group Social Norms,
Under/Overconfidence, Resistance to Sunk Costs)
older adults compensate the worsening fluid cogni-
tive abilities with experience. They noted that al-
though difficult to measure, the experience-related
abilities like crystallized cognitive abilities, such as
specialized knowledge and decision strategies, as
well as emotion-related abilities, such as improved
processing of affective information might improve
with age.

The same research showed that although not all
decision-making tasks showed age-related declines
in performance, older adults perceived themselves
as worse decision makers, which in turn may lead to
lower motivation. This, combined with the fact that
mental costs for searching increases with worsening
of cognitive abilities, makes older adults put less
value on informational gain and more on achiev-
ing a satisfactory decision outcome. While younger
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adults are often quite likely to be systematic and
use maximizing decision strategies, older adults of-
ten search for information only for as long as it is
sufficient. According to the selective engagement
theory [6] the magnitude of this effect can be less
prominent in real-life situation than in experimen-
tal setting as the older adults may be less willing
to maximise effort in mentally taxing tasks. Both
age-related decline in cognitive resources and mo-
tivational changes may interplay contributing to the
reduction in information search among older adults.

2.1.4 Strategies in multi-attribute choice

Product comparison that is a popular fea-
ture of e-commerce platforms is a task called
multi-attribute choice in psychology. As the
products are usually complex, the user needs to
consider many attributes of the product, such as
price, technical parameters, visual presentation, ad-
ditional features etc. Numerous research has indi-
cated that older adults perform worse than younger
adults in such cognitively demanding experimen-
tal decision making tasks. To take into considera-
tion all the important attributes, a person must use
more complex strategies requiring thorough infor-
mation processing [17, 18]. The most typical strate-
gies identified for such tasks are: Weighted Addi-
tive (WADD), TALLY and Take the Best (TTB).
Weighted Additive is an information-intensive strat-
egy, which requires that a decision maker speci-
fies their preferences about product attributes us-
ing weights (which can be integer values, for ex-
ample, from 1 to 6). Then, during a product com-
parison task, each alternative product is assigned a
sum of weights of the attributes for which the prod-
uct has the best value among all products in the
comparison (in case of a tie, all the best products
add the attribute weight to their total). The product
with the largest sum of weights is selected in the
comparison. This strategy allows for compensation,
where two attributes favoring one alternative prod-
uct can counterbalance another attribute for which
another alternative product has a better value. An-
other, yet simpler, compensatory strategy is TALLY
[19], where attribute weights are ignored (or can be
considered equal). For each alternative product, the
total number of attributes for which the product is

best in the comparison with others is counted (hence
the name of the TALLY strategy). Again, the alter-
native with the largest total is selected.

Take The Best (TTB) is the simplest of the
strategies considered here. It uses one, most impor-
tant attribute. The decision is made by looking at
the most important attribute and its respective val-
ues. In the case of a tie (equal values of the most
important attribute among two or more products in
the comparison), TTB continues the comparison us-
ing attributes of second-highest importance, and so
on.

Older adults have difficulty applying decision
rules that are necessary for selection of an alterna-
tive from a set of choices [20]. In multi-attribute
choice tasks older adults have considerable prob-
lems with learning value of cues [21] and op-
tions [22].

2.2 Recommender systems for users with
cognitive limitations

A comprehensive review of a psychologically
informed recommender systems was conducted in
[23]. Part of the recommender systems listed in the
review can be classified as systems addressing the
issue of cognitive limitations. The earliest adop-
tions of the concept include the user modelling via
stereotypes [24], which although more complex is
still being proposed as a solution for problems like
cold-start scenarios in CF [25].

Cognitive models of memory and its limitation
are being used in recommender systems in differ-
ent ways. Recommender system where a cognitive
model of human long-term memory is used to re-
semble how a human expert makes recommenda-
tions is proposed in [26]. This system can model
various human memory effects such as the fan ef-
fect 2. Bollen et al. [27] exploit positivity effects
from human memory theory to investigate temporal
dynamics of ratings in recommender systems. The
models of losing memory over time - Ebbinghaus
forgetting curve [28] is used to account for shifts
in user interests in works like [29, 30, 31, 32]. En-
tire cognitive architectures designed to reflect how
different cognitive domains work together are also
being used in recommender system design and test-

2recognition times for a concept increases as more information is available about the concept
3short for adaptive control of thought-rational
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ing, among which the most notable is the cognitive
architecture ACT-R 3 [33]. ACT-R model was used
in the context of recommender systems mainly to
model the activation equation of human memory.
In this model, the probability that a piece of in-
formation (i.e., a memory unit) will be activated to
achieve a processing goal depends on its usefulness
in the current context as well as a human’s prior ex-
posure to this information. Such a model has been
used in the study of recommender systems in works:
[34, 35, 36, 37, 38, 39].

However, the differences in cognitive capacity
among individuals have not been addressed even
in psychologically informed recommender sys-
tems. For example Mozer and Lindsey [40], who
follow a hybrid approach that integrates collabora-
tive filtering and computational models of forget-
ting, such as a variant of the above described ACT-R
activation equation assume the same memory reten-
tion patterns for older and young users.

2.2.1 Simulations of Recommendation Systems

When it comes to testing new solutions appli-
cable to Recommendation Systems, experiments in
a live environment with actual human users come
with a high cost and risk of detrimental user ex-
perience. Moreover, few researchers have access
to real-world recommender systems. Simulations
have been put forward as a solution. In this ap-
proach, user feedback or decisions are usually sim-
ulated based on logged historical user data.

Most research on simulations of recommender
systems is focused on predicting relevance of items
to individual users and based on this informa-
tion, simulating the user interaction with the rec-
ommender system (e.g., a click, a rating, dwell
time, an order, etc). Initially, simulators were de-
signed for specific datasets and specific recommen-
dation tasks, like news article recommendation [41]
or real-life retail platform and it’s customers [42],
which makes them difficult to use for more general
research. As a solution, several simulation plat-
forms like RecoGym [43], RecSim [44], MARS-
Gym [45] and PyRecGym [46] have been devel-
oped, allowing for a varying degree of flexibility
in modelling products, users, system and the inter-
action. Bernardi and colleagues [47] summarised
the specifications of the simulators from the indus-
try perspective.

The existence of user biases causes a challenge
for off-line testing of recommender systems. This
issue has been addressed in [48] with a method for
debiasing the data, however there is no realistic im-
plementation of user bias or cognitive limitations
in the cited works. Our contribution to the field
of recommender system simulators is incorporat-
ing cognitive limitation in the user model, based on
state-of-the-art research in psychology and market-
ing science.

2.2.2 Agent-based model of e-commerce cus-
tomer using Recommendation System

Our first study of self-induced bias in recom-
mender systems [49] was an attempt to model the
behavior of e-commerce platform users (agents)
with emphasis on reflecting decision-making char-
acteristics of older adults. We have used an agent-
based model to verify how cognitive deficits of
e-commerce customers influence the effectiveness
of collaborative filtering and content based recom-
mender systems.

Results suggested that systems recommending
items based on a larger pool of agents, like CF
and the naive popularity voting model, are more ef-
fective when part of the population makes subop-
timal choices due to age-related cognitive limita-
tions. However, the simulation model used in this
study had several limitations, especially because of
simplified modeling of human decision making and
making use of simplified product sets. In this ar-
ticle, we introduce a significantly improved simu-
lation model of consumer decisions that takes into
account cognitive limitations. The new simulational
model is based on empirical data on user’s prefer-
ences in on-line shopping, and introduces a much
more comprehensive and sophisticated consumer
model that incorporates crucial cognitive character-
istics and decision making heuristics.

2.3 Bias and fairness

As noted in a comprehensive review of a litera-
ture on bias in recommended systems by Chen and
colleagues [50], recent years have seen a surge of
research effort on recommendation biases. How-
ever, the term is used inconsistently across papers
and is used to describe several different phenom-
ena. Researchers differentiate bias in explicit feed-
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back data (selection and conformity biases), im-
plicit feedback data (exposure bias and position
bias), bias in model (inductive bias) and bias in re-
sults (popularity bias and unfairness).

While the self-induced bias as defined in this
article matches the criteria of a general data bias
[51] 4, in the context of recommender systems bi-
ases it does not fit into any of the already defined
categories:

Selection Bias happens as users are free to
choose which items to rate, so that the observed rat-
ings are not a representative sample of all ratings.
In other words, the rating data is often missing not
at random. This bias in focused on the issue that
certain items are not chosen to be rated, and in most
cases only the particularly good or particularly bad
items are reviewed. The self-induced bias is fo-
cused on the choices the user actually made.

Conformity Bias happens as users tend to rate
similarly to the others in a group, even if doing so
goes against their own judgment, making the rating
values do not always signify user true preference.
Self-induced bias is not related to any group or peer
pressure.

Exposure Bias happens as users are only ex-
posed to a part of specific items so that unobserved
interactions do not always represent negative pref-
erence. Exposure bias occurs as users are only ex-
posed to a part of items so that unobserved inter-
active data does not always mean negative signal.
Exposure bias will mislead both the model training
and evaluation. It is true that in the specific case of
elderly users in e-commerce certain items might be
excluded from their scope of interest for reasons un-
related to their preferences, which fits into category
of exposure bias. However, the self-induced bias
is a different problem that can manifest, apart from
1) lack of interaction with some items, also in 2)
positive interactions with objectively non-desirable
items and 3) negative interactions with objectively
desirable items (eg. in our model rejecting item
based on non-favourite brand). Hence although in
theory the methods proposed for case 1) should help
to solve part of the problems connected with self-
induced bias, they definitely cannot be treated as a
solution to the general issue.

Position Bias happens as users tend to interact
with items in higher position of the recommenda-
tion list regardless of the items’ actual relevance
so that the interacted items might not be highly
relevant. Inductive bias denotes the assumptions
made by the model to better learn the target func-
tion and to generalize beyond training data. Popu-
larity Bias Popular items are recommended even
more frequently than their popularity would war-
rant. Position, Inductive and Popularity biases are
not related to the self-induced bias.

Unfairness. The system systematically and un-
fairly discriminates against certain individuals or
groups of individuals in favor others [51]. The case
of older users we described in the article the self-
induced bias indeed leads to recommended systems
being effectively discriminatory agains users with
cognitive limitations in a sense, that it consistently
proposes them the less optimal items than the other
groups. It is worth noting that this phenomena oc-
curs despite the fact, that the classical recommender
models we implemented do not take into account
the sensitive attribute (in this case - users age).
Moreover, including the sensitive attribute in a way
we propose in our new systems, leads to minimising
unfairness. Also the fact, that self-induced bias can-
not be corrected by the methods proposed typically
for reducing unfairness (like rebalancing [52] the
data to add more observations for underrepresented
groups, regularisation or adversarial learning to
remove any direct or indirect information about sen-
sitive attributes) suggest that this is a different kind
of a problem than usually described in the literature.
Also the methods for assuring counterfactual fair-
ness [53] are not applicable, given the suboptimal
recommendations are result of causally dependent
characteristics of older users, such as lower work-
ing memory or different decision making strategy.

Self-induced bias occurs when users, due to
their limited decision-making abilities, provide a
recommendation algorithm with suboptimal deci-
sion data. For example, John, an older consumer,
wants to buy a new fridge, but does not understand
the technical details and does not want to spend
much time considering available options. He buys
an expensive model of celebrity-endorsed brand X,
despite the fact that he could easily find the same
quality much cheaper. The e-commerce site he

4systematic distortion in the sampled data that compromises its representativeness
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used for the purchase remembers his choice, and
when a month later John comes to replace a bro-
ken microwave, the site recommends an expensive
microwave from brand X.

In summary, although self-induced bias is a type
of data bias and holds some similarity to certain
known subtypes of biases, the differences of it’s ori-
gins and nature together with the inability of apply-
ing solutions that are effective for other bias types
make self-induced bias a distinct research problem.

2.4 Conclusion from related work review

Work on recommender systems has attempted
to take into account findings from psychology and
cognitive sciences. Yet, to date there have been
no attempts to address differences in cognitive ca-
pacity among individuals, or among subgroups of
the user population. While researchers have devel-
oped many approaches to measure and reduce rec-
ommender systems’ biases, these approaches have
focused on bias due to insufficient training data for
a certain user subgroup. The problem of self-
induced bias of a recommendation system has
not been considered in the literature before. It
is worth noting that while we are considering self-
induced bias due to cognitive aging, self-induced
bias is a much more general problem. It can oc-
cur in any situation when one subgroup of users is
affected by a cognitive limitation of their decision
making, more strongly than the rest of the popula-
tion.

3 Agent-based model
of e-commerce customer

In this section we describe the design and pa-
rameters of a simulation model of e-commerce con-
sumers that incorporates the effects of cognitive ag-
ing. The model is one of the main contributions of
this article and can be used to study the effects of
cognitive limitations on consumer purchasing deci-
sions, satisfaction, and recommendation algorithm
performance. All model assumptions and parame-
ters are based on research in psychology of aging,
consumer behavior, or our own empirical research
results.

3.1 Model overview

The model, build using Python 3.6 language5,
consist of 3 key elements: Agents, Items and Rec-
ommender Systems. The purpose of the model is to
allow an exploration of benefits and limitations of
various designs of recommender systems. Agents
are modelled based on older consumer’s decision
making characteristics described in psychological
and cognitive research, as well as data collected in
our experiment (see Section 2.2.2). Items are real-
life products webscrapped from one of the most
popular e-commerce platforms in the country. Rec-
ommender systems will be a target for detailed and
realistic modeling. We also propose and test two
new recommender system designs aimed specifi-
cally at dealing self-induced bias.

The model is a more advanced version of the
model presented in our previous research [49]. Ta-
ble 1 compares the first version of the model with
the current version used for the purpose of this ar-
ticle. For reference, we compare our model with a
well-established cognitive model - ACT-R. ACT-R
is designed primarily to model cognitive process-
ing on a lower level, hence it has a better precision
in simulating memory retrieval. For the purpose
of modelling customer decisions, we developed our
own architecture that includes the role of emotions
or brand, as well as heuristics for product compari-
son.

Figure 1. Distribution of decision strategies in
multi-attribute choice problems among older and

younger adults. Source: [18].

3.2 Empirical basis of model parameters

In order to gather empirical data for our model,
we conducted an online experiment that investi-
gated the behavior of older users in product compar-

5The source code is available in the repository: https://github.com/Justyna-P/Cognitive-ageing-model
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Table 1. Comparison of simulation models of cognitive processes involved in decision making

Model feature Basic model [49] Enhanced model ACT-R [54]

Individual product preferences YES, randomly
assigned

YES, sourced from
experiment

YES

Decision-making strategy Not incorporated
in the model

YES YES

Working memory YES YES YES, complex
model

Emotion-based heuristics YES, chosen by
author

YES, calibrated
based on research

Not incorporated
in the model

Consideration sets size Not incorporated
in the model

YES Not incorporated
in the model

Product sets Randomly
generated

Based on real
products

Not incorporated
in the model

ison tasks. The experiment involved several product
comparison tasks, and obtained results confirmed
the existence of age-related differences in perfor-
mance among the participants. However, the details
are out of scope of this article; the reader is referred
to [55]. Here, let us describe relevant aspects of ob-
tained results.

In the beginning of the study, participants filled
out a personal questionnaire that asked for their age.
There were 76 users in the youngest group (aged
19-30), 80 in the middle age group (42-53) and 87
in the oldest group (65-76).

Participants were asked to answer questions
about their personal preferences regarding product
features which were later used to calibrate the sim-
ulation model used in this article. In the first ques-
tionnaire, participants rated the importance of at-
tributes used in the product comparison tasks on a
scale from 1 to 6. In another questionnaire, par-
ticipants were asked how many different products
they would review before deciding which one to
purchase. Later, participants solved a visual pat-
tern memory task that was successfully applied in
a large internet study with participants across adult
life-span [56] to measure working memory capac-
ity.

The data collected in our empirical experiments
was used to determine some of the key model pa-
rameters. Each participant of the experiment
was represented by a single Agent belonging to
the same age group as the real counterpart6.
The user ratings of product attribute importance
obtained from the first questionnaire were directly
used as weights for the Agent’s preferences func-
tion. The questionnaire about the number of con-
sidered products supplied our model with the size
of consideration sets for each Agent - see below.

3.3 Model design - agents

Every agent in our model has the following
properties:

1. individual product preferences - obtained from
our own experiments described in section 3.2

2. a decision making strategy - randomly chosen
from distribution of decision making strategies
from [18]

3. working memory size - randomly chosen from
distribution of age-dependent working memory
size from [13]

4. susceptibility to biases (heuristics): brand or
negative reviews based on research: [57, 58]

6The youngest and middle group both were modelled as ’young’ agents
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5. number of considered products (size of consid-
eration set)- - obtained from our own experi-
ments described in section 3.2

3.3.1 Individual preferences and preference
function

Every agent has a unique set of preferences,
expressed as weights of each attribute of an item.
The ’real’ utility of an item for the agent is a
weighted sum of the item’s normalised attribute val-
ues weighted by the agent’s preferences. For exam-
ple, for the item shown in table 2, the utility for
the agent would be 6 ∗ 1+ 4 ∗ 0+ 5 ∗ 0.5+ 6 ∗ 1+
4 ∗ 0 + 2 ∗ 0.2 + 4 ∗ 0 = 14.9. We assume, how-
ever, that the agents do not make decisions perfectly
due to cognitive limitations, hence they use simpli-
fied decision-making strategies instead of perform-
ing the full utility computation. Nevertheless, every
agent has his own utility function, personalized by
her preferences. This utility function allows us to
measure the quality of the agent’s decisions in the
simulation.

3.3.2 Strategies in multi-attribute choice prob-
lems

Every agent in our simulator has a decision-
making strategy. Recall from Section 2.1.4 that
three such strategies have been studied in research
on cognitive aging: Weighted Additive (WADD),
TALLY and Take The Best (TTB). These strate-
gies have different complexities, ranging from
very complex (WADD) to very simple (TTB). The
WADD strategy can be considered optimal, but re-
quires that the decision maker calculates, for each
compared product, a total of the weights of at-
tributes for which the product is best in the com-
parison. TALLY uses a count of these attributes for
each product, while TTB only requires that the deci-
sion maker compares values of the most important
attributes (unless there is a tie, in which case the
next attribute in the order of importance is used).

Agents can be assigned decision strategies ran-
domly from the distribution shown on Figure 1.The
age-related proportions of decision strategies used
for multi-attribute choice problems (described in
2.1.4) were taken from the experiment of Mata and
colleagues [18]. When WADD was the most op-
timal strategy for a task, young participants were
able to use it in 90% of tasks, while older partic-

ipants used it in only 50% of tasks. TALLY was
applied in 8% of the tasks in the younger group and
in 40% of the older group, while TTB in 2% and
10%, respectively.

Figure 2. Distribution of working memory
computation span (number of items) among older

and younger adults. Source: [13].

3.3.3 Working memory

The working memory concept (see 2.1.1) and
its decrease with age play an important role in mod-
elling fluid intelligence and its impact on the deci-
sion making process. In the model of the Agent,
the working memory size parameter specifies how
many attributes can be remembered and compared
by the Agent at the same time. Multi-attribute
choice decisions require assessing many attributes
at once. A distribution of average working memory
in younger (20-30) and older (60-70) adults, derived
from [13], is shown on Figure 2. Agents in our sim-
ulation were assigned working memory parameter
values randomly from this distribution.

3.3.4 Affective Heuristics

The model so far was built under an assump-
tion that the Agents may have a limited cogni-
tive capacity, but their decisions are not influenced
by emotions. There are multiple studies showing
that emotions have a strong impact on our deci-
sion making process. Affective heuristics cause a
tendency to deviate from a logical choice in a sys-
tematic way, observed repeatedly in many individ-
uals. Older and younger adults may be impacted
by affective heuristics to a varying degree. The first
affective heuristic incorporated in the model is an
overly strong reliance on affect-rich reviews. Re-
search conducted by von Helversen and colleagues
[57] shows that when comparing two products, one
of which has a significantly better quality and av-
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Table 2. Example of an Agent’s preferences and normalized item attribute values

attribute A0 A1 A2 A3 A4 A5 A6
importance for
agent

6 4 5 6 4 2 4

item’s normalised
attribute value

1 0 0.5 1 0 0.2 0

erage consumer rating, 18% of younger adult and
31% of older adults choose the worse product when
the better one had a single highly negative, vivid,
and affect-rich review. Additionally, 12% of young
adults chose the worse product if it has a single en-
thusiastic review, which was not observed among
older participants. To reflect this in the model, we
have added a ‘sensitive to negative review’ attribute
to Agents, and randomly choose 18% of younger
and 31% of older Agent for which the parameter
was set to 1 (for the rest of the Agents the parameter
was 0). While assessing the products with negative
reviews, an Agent subtracts 100 from the perceived
utility meaning that the product will never be cho-
sen over one without such a review.

Figure 3. Rationality of the consideration sets.
Source: [59].

A second affective heuristic present with differ-
ent frequency among older and younger customers
is excessive brand loyalty. Research based on car
purchase data [58] has shown that even among cus-
tomers not satisfied with their previous experience
with a car from a given brand (satisfaction score
3/10 and below), 38% of younger and 50% of older
customers still purchased the product from the same
brand. We added a ‘brand sensitivity’ attribute to
our Agent model and assigned a positive value for
38% younger and 50% older Agents. The brand
to which each agent is loyal was assigned ran-
domly among 13 different washing machine brands

present in the dataset proportionally to the number
of model within each brand. While assessing the
product belonging to Agent’s favorite brand Agent
adds 100 to the perceived utility meaning that the
product will always be chosen over one not belong-
ing to the brand.

Table 3. Consideration set sizes in various age
groups.

Age group average number of products
considered

1. (20-30 years) 19.63
2. (42-52 years) 13.45
3. (65-76 years) 10.45

3.3.5 Consideration sets

A developed market offers a variety of products
to consumers. When considering durable, complex
products such as washing-machines, computers or
cars, there are hundreds of available models. When
consumers face a large number of alternative prod-
ucts, as is increasingly common in today’s retail and
web-based shopping environments, they typically
reduce the full set of products to a smaller, more-
manageable consideration set which they evaluate
further[60]. This phenomenon is firmly rooted in
both the experimental and prescriptive marketing
literature and can be explained by a simple model
assuming decreasing marginal benefit and increas-
ing marginal search cost (see 3). Experiments[61]
have shown that the average size of the considera-
tion set are usually small – 9.3 for mobile phones,
7.8 for handheld GPSs (4.8 standard deviation),
around 10 for cars. The questionnaire collected dur-
ing the experiment described in Section 2.2.2 re-
sulted in similar numbers.
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3.4 Product sets and relative utility

There are 268 products, scrapped from one of
the most popular e-commerce sites. The items are
presented to the user in a random order. Each user
has one product that fits his preferences best,
compared to the others; the utility of this product
for this user is the largest she can possibly achieve.
We divide the values of each agent’s utility func-
tion for every product by this agent’s highest
utility, normalizing the utility function to [0,1].

Figure 4. Distribution density of product’s relative
utility in 3 product sets

As Figure 4 shows, there are three different sets
of products. First, left-skewed is based on the orig-
inal products web-scrapped from an e-commerce
page. The distribution of the relative utility is con-
centrated around the higher values - the producers
compete with each other to deliver the products best
suiting the client’s need. To test how recommender
systems would work on less developed markets,
we generated product sets in which fewer products
are very suited to a client’s preferences: the right-
skewed product set. The third product set lies be-
tween the two extremes, with a majority of products
of moderate utility and less numerous items being
very well or very poorly suited.

3.5 Simulation Flow

An agent enters the e-commerce platform with
the aim to purchase a product. After entering their
request into the search engine, they are presented

with a set of items (P1, P2, ...Pk). The agent fil-
ters the items using minimum or maximum values
of product attributes, then browses the remaining
items one by one. In the beginning of the “shop-
ping session”, each agent chooses features that will
be considered while making their decision. This is
necessary due to limited working memory capac-
ity; most agents are not able to simultaneously com-
pare all the product features, so an agent with work-
ing memory capacity of 3 compares and remem-
bers values of only 3 features most important for
her. Knowing an agent’s utility function and prefer-
ences, we can calculate both the ”real” utility of the
chosen product, that takes into account all products
features, as well as ”perceived” utility, that takes
into account only selected features and is modified
by agents biases and heuristics.

After each action, the level of the agent’s mo-
tivation decreases, and when an agent’s motivation
level reaches 0, the agent chooses the best product
seen so far (according to her ”perceived” utility).
Since the agent can review just a limited number
of products from the entire product set, the order in
which the agent browses the products is important,
as only the first n product will be considered by the
agent. We propose two versions of the simulation
flow. In the first version, the products meeting the
minimum criteria (simple product filtering) are pre-
sented to the agent in a random order. In the second
version, the order in which products are presented
is determined by a recommendation algorithm.

3.5.1 Simple product filtering

Simple product filtering used in the first version
of the simulation reflects the behaviour of a user
who knows that she is unable to browse through all
the products available, and does not want to see the
products that do not meet chosen criteria. The as-
sumption used in the simulation is that a user fil-
ters out all the products that for each of the fea-
tures remembered by the user as important, have a
value worse than the 10th percentile value among
all products.

3.5.2 Modeling decision support algorithms

The recommender algorithms used in the sec-
ond part of the simulation determine the order
in which the products are presented to the agent.
Recommendation algorithms use purchase data
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Figure 5. The main simulation procedure. Legend: σ (Item x) – real overall utility of the Item x for a given
Agent
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Figure 5. The main simulation procedure. Legend: σ (Item x) – real overall utility of the Item x for a given
Agent
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from the first part of the simulation as a training
set. We simulated the experiment with the recom-
mender algorithms on the same set of 243 agents
and 268 products.

After training, an algorithm proposes the prod-
uct that best matches the agent’s preferences as the
first displayed item, the second-best as a second
item etc. In this way, the order in which an agent
browses filtered products is changed by the recom-
mendation algorithm.

4 Recommendation algorithms

4.1 Reference algorithms

4.1.1 Content-Based Recommendation Algo-
rithms

Content-Based (CB) Algorithms are based on
product features7. Such algorithms compare possi-
ble options to items a user chose in the past, and
recommend most similar items [62]. Content-based
algorithms are based purely on the active user’s
choices and do not depend on other users’ data.
The version of CB implemented for this research
is based on matrix of item-to-item cosine similarity
and the user’s past purchase data. For each of the
user’s previously purchased items, we determined
a list of 10 most similar items, then the lists were
aggregated and the most frequently appearing items
were recommended to the user.

4.1.2 Collaborative Filtering Algorithms

Collaborative Filtering (CF) techniques com-
bine the active user’s own experience and prefer-
ences with the experiences of other users. Among
collaborative recommendation approaches, meth-
ods based on nearest-neighbors are the most pop-
ular [63]. This approach is based on the assumption
that if user u rated several items in a similar man-
ner to user v, then it is highly probable that user u
will rate a new item the same way as user v did.
For this simulation we implemented a popular la-
tent factor model: Singular Value Decomposition
(SVD). An important parameter in this approach
is the number of factors k to factor the user-item
matrix. Higher number of factors results in higher

precision, while reducing the number of factors in-
creases the model’s generalization. After running
the simulation with k in range (5, 10, 15, 20) we
determined that k = 15 results in the highest user’s
utility, so this parametrisation was used for the com-
parison to other recommender systems.

Algorithm 1 Proposed new algorithms
1: function RECOMMENDATION ALGORITHM

(SELECTION CRITERIA)
2: u ← user
3: uList ← user list
4: p(u)← list of items purchased by user u
5: pre f (u)← list of preferences of user u
6: age(u)← age of user u
7: wm(u)←working memory capacity of user u
8: for each user n in uList:
9: decreasingly sort uList\u by the similarity

of pref(u) to pref(n)
10: remove users from uList based on (selec-

tion criteria)
11: topp ← sum of p(u) for u in top k on uList
12: recList ← most frequent items in topp
13: recommend items from recList to user n
14:

15: procedure PREFERENCES TWIN

16: selectionCriteria ← age(u) = ”old”
17: call Recommendation algorithm (selection-

Criteria)
18: procedure DECISION-COMPETENCY BASED

19: selectionCriteria ← wm(u) < 5
20: call Recommendation algorithm (selection-

Criteria)

4.2 Proposed new algorithms

4.2.1 Preferences twin

The Preferences Twin algorithm is the first of
two algorithms proposed in this article that aim
to explicitly combat self-induced bias. This algo-
rithm uses explicit user preferences and chooses a
younger user with similar preferences to the older
one.

The algorithm accesses the preferences
database to identify the agents with the most simi-
lar preferences (using a standard k-NN algorithm 8).

7The python code for the Content Based and Collaborative Filtering algorythms was based on article
https://www.kaggle.com/code/gspmoreira/recommender-systems-in-python-101/notebook

8For the simulation k=1 was used for both proposed algorithms
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Then, among these users, the algorithm selects only
the “young” agents on purpose, to avoid proposing
items that were chosen in a more biased and less ef-
ficient decision making process by “older” agents.
The items that were purchased by the most simi-
lar, “young” agents are proposed to the agent in the
simulation.

In practice, the Preferences twin algorithm
would require a method of assessing user prefer-
ences. In our model, we have assumed that these
preferences are expressed as weights assigned to the
most important product attributes. However, there
exist numerous methods of expressing user prefer-
ences, developed in decision support research. A
systematic review of them [64] highlights 2 meth-
ods traditionally used for the purpose- Value Func-
tion Elicitation and Analytic Hierarchy Process and
provides examples of using these methods in e-
commerce space. Using a similarity in opinions be-
tween the users to improve quality of recommen-
dation can be found in systems based on a trust-
network [65].

4.2.2 Decision-competency based

The Decision-competency based algorithm is
the second algorithm proposed in this article. This
algorithm uses explicit information about a user’s
decision-making abilities. As our model of a user’s
cognitive abilities requires a lot of input data, we
have decided to focus on one of the most sig-
nificant model parameters: working memory size.
The Decision-competency based algorithm selects
a user with similar preferences, but a working mem-
ory of at least 5.

In practice, the Decision-competency based al-
gorithm would require not only information about
a user’s preferences, but also about a user’s work-
ing memory size. Fortunately, there exist several
well-studied and effective tests of working memory
like the visual pattern span task described in Sec-
tion 3.2 [56].

5 Simulation results

Using the simulator described in the previous
section, we have conducted a number of experi-
ments. The experiments can be classified into two
categories:

1. experiments without a recommender system,
used both for testing the sensitivity of the model
to parameters’ change, and for producing the
training sets for the recommender algorithms

2. experiments with a recommender system,
used for testing the effectiveness of recom-
mender systems using different algorithm types
and parameters

In this section, we first discuss the results of
simulation without recommender systems.

5.1 Experiments without a recommender
system - agent model sensitivity anal-
ysis

The first set of experiments without the recom-
mender system was conducted to test the impact of
the agent attributes on the achieved relative utility.
Attributes tested were:

1. individual product preferences (based on the pi-
lot experiment participant’s answers)

2. working memory size

3. susceptibility to biases (different share of the
population susceptible to biases, from 0% to
100%)

4. size of consideration set

5.1.1 Experiments without a recommender sys-
tem - sensitivity to product utility

The original product utility distribution was
strongly left-skewed (see Fig 4). This is in line with
expectation of the product pool on a developed mar-
ket: in order to stay competitive, producers focus on
delivering products fit for preferences of the major-
ity of users. There are some outliers, products that
have a low utility for an average user. This may be
either comparatively less competitive products (eg.
an overpriced washing machine of similar parame-
ters as a cheaper one), or products designed to fit
specific preferences (eg. very small washing ma-
chine that is not desired by an average user but is
very desirable for a group of users for whom it is
the only size that fits in their flat).

We have used the simulator to conduct experi-
ments in which the utility distribution of products



87Justyna Pawłowska, Klara Rydzewska, Adam Wierzbicki

Then, among these users, the algorithm selects only
the “young” agents on purpose, to avoid proposing
items that were chosen in a more biased and less ef-
ficient decision making process by “older” agents.
The items that were purchased by the most simi-
lar, “young” agents are proposed to the agent in the
simulation.

In practice, the Preferences twin algorithm
would require a method of assessing user prefer-
ences. In our model, we have assumed that these
preferences are expressed as weights assigned to the
most important product attributes. However, there
exist numerous methods of expressing user prefer-
ences, developed in decision support research. A
systematic review of them [64] highlights 2 meth-
ods traditionally used for the purpose- Value Func-
tion Elicitation and Analytic Hierarchy Process and
provides examples of using these methods in e-
commerce space. Using a similarity in opinions be-
tween the users to improve quality of recommen-
dation can be found in systems based on a trust-
network [65].

4.2.2 Decision-competency based

The Decision-competency based algorithm is
the second algorithm proposed in this article. This
algorithm uses explicit information about a user’s
decision-making abilities. As our model of a user’s
cognitive abilities requires a lot of input data, we
have decided to focus on one of the most sig-
nificant model parameters: working memory size.
The Decision-competency based algorithm selects
a user with similar preferences, but a working mem-
ory of at least 5.

In practice, the Decision-competency based al-
gorithm would require not only information about
a user’s preferences, but also about a user’s work-
ing memory size. Fortunately, there exist several
well-studied and effective tests of working memory
like the visual pattern span task described in Sec-
tion 3.2 [56].

5 Simulation results

Using the simulator described in the previous
section, we have conducted a number of experi-
ments. The experiments can be classified into two
categories:

1. experiments without a recommender system,
used both for testing the sensitivity of the model
to parameters’ change, and for producing the
training sets for the recommender algorithms

2. experiments with a recommender system,
used for testing the effectiveness of recom-
mender systems using different algorithm types
and parameters

In this section, we first discuss the results of
simulation without recommender systems.

5.1 Experiments without a recommender
system - agent model sensitivity anal-
ysis

The first set of experiments without the recom-
mender system was conducted to test the impact of
the agent attributes on the achieved relative utility.
Attributes tested were:

1. individual product preferences (based on the pi-
lot experiment participant’s answers)

2. working memory size

3. susceptibility to biases (different share of the
population susceptible to biases, from 0% to
100%)

4. size of consideration set

5.1.1 Experiments without a recommender sys-
tem - sensitivity to product utility

The original product utility distribution was
strongly left-skewed (see Fig 4). This is in line with
expectation of the product pool on a developed mar-
ket: in order to stay competitive, producers focus on
delivering products fit for preferences of the major-
ity of users. There are some outliers, products that
have a low utility for an average user. This may be
either comparatively less competitive products (eg.
an overpriced washing machine of similar parame-
ters as a cheaper one), or products designed to fit
specific preferences (eg. very small washing ma-
chine that is not desired by an average user but is
very desirable for a group of users for whom it is
the only size that fits in their flat).

We have used the simulator to conduct experi-
ments in which the utility distribution of products

USING COGNITIVE MODELS TO UNDERSTAND AND COUNTERACT . . .

for different agents was right-skewed (a lot of prod-
ucts did not fit the average users’ preferences, with
just a few hard to find exceptions) and symmetrical
(most of the products moderately suitable for the
users).

5.1.2 Baseline simulation of age effects

The results of simulations without recom-
mender systems can be used to describe the differ-
ences between “young” and “old” agents, and to in-
troduce baseline results.

The aggregated results of simulations in which
no recommender systems was used are shown on
Figure 6. The x-axis shows the size of the consid-
eration set. The y-axis shows average utility of se-
lected products. The dotted line shows the average
utility obtained by an agent who browsed respec-
tively 1, 2 ...n items. The solid line represents older
agents. The simulation is conducted three times,
first on the left-skewed product set (black lines),
secondly on the right-skewed product set (gray line)
and lastly on the symmetrical procuct set.

Figure 6. The average utility of a purchased
product in a simulation without a recommender

system
On Figure 6, the age difference is clear:

younger agents achieve on average 5 percentage
points higher utility for each number of compared
products, compared to the older customers, in the
left-skewed product set scenario. In the scenarios
when the product set is less optimised to the cus-
tomers’ needs, the difference is even larger: for the
symmetrical product set it is on average 6 p.p. (for
every consideration set size) and if the product set
is right-skewed, the difference is 11 p.p.

The age effect is even more pronounced when
age-related differences in the size of the consider-

ation sets (see Table 3) is taken into account. The
achieved utility grows with the number of reviewed
products for younger and older customers, and be-
cause older customers stop their search after brows-
ing on average 10.45 items, while the younger ones
consider up to 19.63 items on average, the utility
of finally purchased product by the younger users is
higher by 6 p.p. for the left-skewed product sets, 9
p.p. for the symmetrical product set and a stagger-
ing 18 p.p. for the right-skewed product set.

5.1.3 Working memory effect

The fact that the older agents have a lower
working memory capacity impacts their ability to
achieve a high utility of a purchase. As shown
on Figure 7, both younger and older users achieve
on higher average utility with an increase of their
working memory capacity, although the marginal
gain is diminishing. The fact that 47% of older
users are not capable of simultaneously processing
values of more than one attribute is consistent with
findings described in [13]: the only strategy avail-
able for such users is effectively TTB.

Note that the distribution of working memory
among younger users is quite broad, as well, and it
is quite common for younger users to have a low
working memory. This means that younger users
(and younger agents in our simulation) can also
make sub-optimal purchasing decisions and could
also benefit from specialized support.

5.1.4 Impact of affective heuristics

The impact of affective heuristics on the aver-
age achieved utility is shown in Table 4. The utility
achieved by older agents under influence of affec-
tive heuristics is only 1 p.p. lower than utility of the
other agents. This shows that affective heuristics do
not significantly harm their users, and might be a
way of saving already limited cognitive resources.
For younger users, the difference is more promi-
nent, as a young agent that uses affective heuristics
achieves 5 p.p. lower utility than young agents who
do not use them.
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Figure 7. The average utility of a purchased product in a simulation without a recommender system -
working memory effect

Table 5. The average utility of a purchased product in a simulation with a recommender system, using a
left-skewed, right-skewed and symmetric distribution of product utility

*best out of all paremeters used in the simulations **difference between the utility obtained using the
recommender system and the utility without the system.

All differences are statistically significant with p-values <0.01. The test used was Mann-Whitney U test
with sample sizes >10000.

Age, metric Baseline CB* CF* Preference
twins

Decision
competency-

based
Left-skewed distribution of product utility

Old, absolute 0,82 0,82 0,84 0,85 0,86
Old, relative** NA 0,00 0,02 0,03 0,04
Young, absolute 0,88 0,89 0,91 0,89 0,93
Young, relative** NA 0,00 0,03 0,00 0,03

Right-skewed distribution of product utility
Old, absolute 0,45 0,54 0,60 0,67 0,69
Old, relative** NA 0,09 0,15 0,22 0,24
Young, absolute 0,63 0,68 0,72 0,77 0,78
Young, relative** NA 0,05 0,09 0,14 0,15

Symmetric distribution of product utility
Old, absolute 0,70 0,73 0,77 0,80 0,85
Old, relative** NA 0,04 0,07 0,10 0,15
Young, absolute 0,79 0,80 0,86 0,87 0,89
Young, relative** NA 0,01 0,07 0,08 0,09
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Table 4. The average utility of a purchased product
in a simulation without a recommender system -

impact of affective heuristics
All differences are statistically significant with

p-values <0.01. The test used was Mann-Whitney
U test with sample sizes >10000.

Age No
heuristics

Affective
heuristic

Total

Old 0,82 0,81 0,82
Young 0,91 0,86 0,88

5.2 Recommender system evaluation
We used the simulation to study the perfor-

mance of classical and new recommendation algo-
rithms designed to counteract self-induced bias. For
Content-Based recommender systems, we tested
the impact of the number of products used for train-
ing the algorithms. For Collaborative Filtering rec-
ommenders, the tested parameter was the number
of factors used to factor the user-item matrix. The
higher the number of factors, the more precise is the
factorization of the original matrix. Therefore, if
the model is allowed to memorize too much details
of the original matrix, it may not generalize well
for data it was not trained on. Reducing the number
of factors increases the model generalization. Using
these parameters, we have calibrated the CB and CF
algorithms for optimum performance. In all sub-
sequently discussed results achieved by CB or CS
algorithms, the optimal setting of their parameters
(the number of products or the number of factors,
respectively) was used. The value of 10 products
and 5 factors was chosen by testing values in a range
from 5 to 20.

5.2.1 Reference recommender systems
The effectiveness of the two most popular rec-

ommender system types is presented in Table 5.
The table shows only the results obtained using
the best parametrisation of the CF and CB recom-
mender algorithms.

Table 5 also shows the results of a sensitivity
analysis to the distribution of product utilities. Re-
call that the realistic dataset of utilities of washing
machines obtained from our experimental study is
highly left-skewed. Since this distribution may not
be typical for all applications of recommender sys-
tems (imagine a user trying to find a cheap product),

we have conducted simulations with a left-skewed,
right-skewed and symmetric distribution of prod-
uct utility. The most prominent results have been
achieved for the right-skewed and symmetric distri-
butions.

The data shows that a well-configured CF sys-
tems is able to improve the average utility achieved
by both old and young agents, respectively by 2
and 3 p.p. A similar improvement is not achieved
in case of the CB system: it’s usage in the
best available configuration yields the same utility
as achieved without the recommendation system,
and some configurations of the CB algorithm (not
shown in the table) are actually diminishing the util-
ity achieved by the agents.

5.2.2 Proposed recommender systems
The effectiveness of the two proposed rec-

ommender algorithms is presented in Table 5.
All comparisons of average values in the table
are statistically significant with p-values<0.01
(we used the Mann-Whitney U-test with sample
sizes>10000).

For the left-skewed product utility distribution,
the Preference twins algorithm has no effect on the
utility achieved by younger agents, but improves
the average utility achieved by older agents by 3
p.p. The second proposed algorithm, which takes
into account not only preferences and age, but also
the decision making competency, improves the util-
ity achieved by younger agents by 3 p.p., which is
comparable to the best collaborative filtering algo-
rithm. For older users, the effectiveness of the new
algorithm exceeds the effectiveness of CF algorithm
and is shown to improve the utility achieved by the
old users by 4 p.p.

For the right-skewed and symmetric product
utility distributions, the decision-competency based
algorithm clearly outperforms other algorithms.
The difference between the utility of older agents
when this recommendation algorithm is used and
the baseline (product filtering without recommen-
dations) is as much as 24 p.p. (for the right-skewed
product utility distribution) or 15 p.p. (for the
symmetric distribution). Interestingly, the decision-
competency based algorithm also improves results
achieved by younger adults, although by a smaller
margin (15 p.p. and 9 p.p for the right-skewed and
symmetric product utilities, respectively).
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Table 6. Self-Induced Bias: Difference between absolute performance of young and old agents

Product preference
distribution

Baseline CB* CF* Preference
twins

Decision
competency-

based
Left-skewed 0.06 0.07 0.07 0.04 0.07
Right-skewed 0.18 0.14 0.12 0.1 0.09
Symmetric 0.09 0.07 0.09 0.07 0.04

Note that younger users also achieve better re-
sults when the proposed algorithms are used. Both
Preferences Twin and Decision-competency based
algorithms outperform benchmarks for younger
agents. As discussed before, this is due to the di-
versity of cognitive abilities (for example, working
memory) among the population of younger users.

5.2.3 Evaluation of self-induced bias

The self-induced bias of the studied recom-
mender systems can be quantified by calculating the
difference of absolute utilities achieved by younger
and older agents, as shown on Table 6. In the
first column, the difference in utilities of younger
and older agents is shown when simple filtering is
used, without any recommendation system. This
value can be thought of as a baseline of the self-
induced bias. Next columns show the self-induced
bias when different recommendation systems are
applied. For the case of the left-skewed distri-
bution of utility, Content-Based and Collaborative
Filtering algorithms, as well as the new proposed
Decision-competency based algorithm are worse
than the baseline. Only the Preference-twins algo-
rithm manages to improve upon the baseline. For
the right-skewed and symmetric datasets, CB and
CF algorithms slightly improve on the baseline, but
the Decision-Competency Based algorithm man-
ages to reduce self-induced bias by over a factor
of two.

5.3 Discussion and Limitations

The results described in this section are based
on our simulation model. This model is an im-
proved version of the model described in [49].
Compared to the previous version of the model, we
have removed several unrealistic assumptions and
limitations, such as the assumption that agents opti-
mize an objective function - this has been replaced
by the use of realistic decision strategies studied in

empirical psychological research. All model pa-
rameters are derived either from our own experi-
ments, or from most relevant psychological or mar-
keting research. However, no matter how realistic
the model, a computer simulation cannot fully repli-
cate real human behavior.

The population of agents and items were
sourced from real-life experiment participants and
e-commerce platforms. However, these datasets
may not reflect other possible markets (with dif-
ferent products or a different customer population).
We have attempted to mitigate this limitation by
conducting a sensitivity analysis of our results to
the shape of the product utility distribution.

We have tested multiple representative versions
(calibrations) of the mainstream recommender sys-
tem. However, our tested versions of the Content-
Based or Collaborative Filtering algorithms still
may not represent the vast universe of all ways the
CF and CB systems can be designed, so the results
obtained from our versions may not be universal for
all such recommendation systems.

The algorithms proposed in this article rely on
knowledge about user preferences and user cogni-
tive abilities. In practice, this information may be
difficult to obtain. As such, the algorithms proposed
in this article may be considered as concepts for fu-
ture recommendation system development. Realis-
tic algorithms could obtain user preferences using
preference elicitation methods [64], and could es-
timate user cognitive abilities using psychological
tests, such as working memory tests [56].

The results described in this section are based
on our simulation model. This model is an im-
proved version of the model described in [49].
Compared to the previous version of the model, we
have removed several unrealistic assumptions and
limitations, such as the assumption that agents opti-
mize an objective function - this has been replaced
by the use of realistic decision strategies studied in
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empirical psychological research. All model pa-
rameters are derived either from our own experi-
ments, or from most relevant psychological or mar-
keting research. However, no matter how realistic
the model, a computer simulation cannot fully repli-
cate real human behavior.

The population of agents and items were
sourced from real-life experiment participants and
e-commerce platforms. However, these datasets
may not reflect other possible markets (with dif-
ferent products or a different customer population).
We have attempted to mitigate this limitation by
conducting a sensitivity analysis of our results to
the shape of the product utility distribution.

We have tested multiple representative versions
(calibrations) of the mainstream recommender sys-
tem. However, our tested versions of the Content-
Based or Collaborative Filtering algorithms still
may not represent the vast universe of all ways the
CF and CB systems can be designed, so the results
obtained from our versions may not be universal for
all such recommendation systems.

The algorithms proposed in this article rely on
knowledge about user preferences and user cogni-
tive abilities. In practice, this information may be
difficult to obtain. As such, the algorithms proposed
in this article may be considered as concepts for fu-
ture recommendation system development. Realis-
tic algorithms could obtain user preferences using
preference elicitation methods [64], and could es-
timate user cognitive abilities using psychological
tests, such as working memory tests [56].

6 Conclusions and future research

The goal of our research has been to better un-
derstand the nature of self-induced bias of recom-
mendation algorithms that are used by older adults
with cognitive limitations. We have approached
this goal by creating a simulation model of an e-
commerce client that incorporates cognitive deci-
sion making abilities. This model is based on state-
of-the-art results in psychology of aging and cogni-
tive science, as well as on our own empirical results.

We have evaluated the magnitude of self-
induced bias by comparing results achieved by sim-
ulated agents with and without cognitive limitations
due to age. We have also proposed new recom-

mendation algorithms designed to counteract self-
induced bias. The algorithms take into account user
preferences and cognitive abilities relevant to deci-
sion making.

To evaluate the algorithms, we have introduced
several benchmarks: a simple product filtering
method and two types of widely used recommenda-
tion algorithms: Content-Based and Collaborative
filtering. Results indicate that the new algorithms
outperform benchmarks both in terms of increasing
the utility of simulated agents, and in reducing self-
induced bias.

However, the potential of our algorithms, es-
pecially the Decision-competency based algorithm,
extends beyond the combating of self-induced bias.
In our simulations, younger agents have always ob-
tained better results compared to the benchmarks,
when the new algorithms were used. The reason
for this lies in the differences in cognitive abilities
in the population. For example, working memory
distribution in the younger population has a large
standard deviation, and it is quite common among
younger people to have a low working memory. A
practical implementation of the Decision compe-
tence based algorithm would only require a stan-
dard working memory test which could be taken on-
line by all users of an e-commerce platform.

We believe that our research is only a first step
in the study of self-induced bias in recommendation
systems. More research is needed to understand this
phenomenon in experimental settings. Moreover,
future work can consider how the algorithms pro-
posed in this article would work in practice, and be
improved.
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