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Streszczenie: Obecnie nieustannie powstają różne zbiory danych, ge-
nerowane przez różne urządzenia i systemy. Transport publiczny nie jest 
w tym zakresie wyjątkiem. Nowoczesne systemy monitorowania oparte 
na GPS i bilety elektroniczne wytwarzają duże ilości danych, i mogliby-
śmy je wykorzystać dla poprawy poziomu usług. Z jednej strony dane te 
są przechowywane, a dostawcy usług nie mają do czynienia z zawarto-
ścią informacji, ale z drugiej strony, być może są one po prostu usuwane, 
aby ograniczyć obciążanie cyfrowej przestrzeni. Dane te mogą być prze-
twarzane dzięki nowoczesnym urządzeniom i metodom, i możemy je 
wykorzystać do uzyskania informacji. Dzięki rozprzestrzenianiu eksplo-
racji danych, narzędzia te pojawiają się nie tylko w badaniach marketin-
gowych, ale w większości różnych działań badawczych, i reklamują one 
nową rewolucję naukową. Chociaż znaczenie tych źródeł danych jest 
zasadnicze, nie jest to rozpowszechnione w planowaniu transportu, a je-
dynie w pewnych określonych obszarach [1], tak jak pisze Csiszár i in. 
W artykule przedstawiono możliwości zastosowania materiałów nie-
przetworzonych, biorąc jako podstawę informacje o pasażerach podró-
żujących transportem publicznym. Stworzono metodę trzech kroków, 
która może być przydatna do automatycznego kształtowania strefy lub 
do nadzorowania granic stref utworzonych konwencjonalnie. Może też 
przydać się przy kontroli gruntów użytkowych. Procedura ta jest sku-
teczna w tworzeniu łańcuchów podróży z danych z kart inteligentnych 
oraz w tworzeniu macierzy żródło-cel na podstawie danych zameldowa-
nia. W artykule pokazano, w jaki sposób możliwa jest dystrybucja stref, 
za pomocą różnych metod pomiaru odległości i procedur gromadzenia, 
i zaprezentowano tego efekty na przykładzie wybranego miasta.
Słowa kluczowe: transport publiczny, big data (duże zbiory danych), 
szeregi czasowe, podobieństwa macierzy, grupowanie

Zone estimation with cluster analysis  
of public transport stops1

Introduction
The cognition of the traveling behaviour is essential of 
the maintenance and correction of the service level of the 
public transport. The demands are changing continuous-
ly. We can talk about daily, weekly and seasonal fluctua-
tion. The traffic demands evolve because of the different 
functions of areas, so if we know the character of the area, 
we can deduce the demands too. This could be true vice 
versa. If we knew the position and the time of demands, 
we would know the land-use character of the given part 
of the city. This article is to examine and confirm this the-
sis. In other words, how we can create traffic zones with 
modern tools and in the knowledge of passengers’ check-
in check out data.

The smart card systems are storing the number of 
boarding passengers, and in some cases also the alighting 
values. In our case the passengers’ data was known from 
a passengers counting, which was executing in Győr. The 

1	 ©Urban and Regional Transport, 2016.

database contains all of the stop points in the city, the 
boarding and alighting information and we can also ex-
tract the time of these. The main goal of the research is to 
explore the area’s behaviour with data mining techniques. 
In the first step, the method assigns boarding data per 
hour to every single stop points. From the passengers’ 
boarding and alighting information in a stop point, we 
created time series, which are showing the behaviour type 
of the given stop points, presented on graphic curves. 
Based on these time series we are able to deduce to the 
characteristics of the stop point’s environment, since the 
different land usage yields dissimilar stop usage, with 
well-defined peak hours. 

In the second step, the method compares the stop points 
to each other and adds a dissimilarity value based on the 
boarding data. With the distance measurement of time series 
it is possible to define, that how similar are two selected stop 
points and their environment to each other. For such kind of 
distance measurement are more methods are known.

In the next step, with the help of different clustering 
processes and the usage of “R” data miner software, these 
distance data can be turned into groups, and we can ob-
serve these groups of stop points. These stop point clusters 
are defining separated zones, what is a basic step in trans-
port modelling, and the production of them were coming 
true with manual methods usually, until now.

Data description
The given data counted in Győr in 2012. The population 
of the city is 129.372 and its territory is 174,56 km2. The 
city is served by buses with 451 stop points. The database 
contains the lines, the directions, the vehicle types and 
the capacity, the schedule based and the real departure 
and arrival times. It contains furthermore the name and 
the code of the involved stop points, the distance of them, 
the time from start to reach the given point, and also 
the boarding and alighting numbers of passengers in the 
given stop points. With the changing of structure and 
filtering the data we create the following datatypes: stop 
point code, boarding number, time. In the research we 
work from these data. We take into consideration only 
the boarding numbers and we treat the alighting num-
bers as irrelevant.

We did not need a precision in minutes, and to treat the 
different lines in different rows neither. We assign the 
boarding information to a stop points, we summarize the 
boarding numbers per hours, so we get one row (a time 
series) for each stop points.



Transport miejski i regionalny 07 2016

10

Thus the cells of the received table contain the sum of one 
hour boarding passengers of a given stop points. The total 
value of passengers using one stop point is obviously different. 
If we represented them in a diagram, we can see that similar 
kind of points (typically working places, housing zones …) 
maybe seem different, and we cannot compare them. For the 
proper comparison we did not use the exact number, but the 
proportion of the given hour in the stop point, so the values 
turn into comparable, as it can be seen in Figure 1.

Time series comparison
As we can see int he previous chapter, all the stop points 
belong to a time series, which allows us to compare the 
records. There are multiple methods for time series dis-
tance measurement. In this chapter we will introduce some 
of them and finally choose one and present its results. 
Henceforward the distance expression means deviation in 
nature and not physical distance.

Manhattan distance
The Manhattan (or in other words city block) distance is 
used in the case of normal street networks originally. The 
Manhattan method counts the walking distance instead of 
the straight line distance, but it is also used to time series 
comparison. The advantages of this method are the simplic-
ity and the fast computation. The counting method (where 
„a” and „b” are the chosen stop points and „i” means the 
hours) is the following [2]:

		                
  (1)

Euclidean distance
This method is known from geometry and it is an often 
used mode for time series distance measurement too. This is 
the most known method, which based an the Pythagorean 
theorem. It can be calculated as follows [3]:

		                   
(2)

The advantage of the method is the low computation 
time, the disadvantage is that we compare the pairs only, so 
a little shift in the time series causes difference, but in real 
life these series mean same kind of stop points.

DISSIM
The name DISSIM came from the word dissimilarity. The 
method examined the difference between two time series 
as follows [4]

		                    (3)

It trains the absolute value of the difference of two co-
herent time values. After that, the equitation counts the 
definite integral of the curve. The advantage of the method 
is  that it counts not only the difference between two point 
pair, but the narrow environment too. Also the counting 
process lasts not so much longer comparing with the previ-
ous mentioned methods.

Dynamic Time Warping
The Dynamic Time Warping (DTW) method compares 
not only the values of a given hour, but the environmen-
tal values of the hour too. The method „warps the time” 
[5]. This method is favourable in our case. It is common 
in public transport, that the demand appear in an hour 
late, in a long transport line, or maybe the demand outlast. 
However two stops point and territory are similar to each 
other.

The advantage of the DTW method is that we can put 
some parameters to the equitation, but the appropriate 
calibration is difficult. The computation time is also longer, 
than in the case of other mentioned methods. The DTW 
compares all the hours of all the stop points to each other. 
Here it means, that a 19x19 (the vehicles make journeys in 
19 hour a day) matrix belongs to all cells of a 451x451 
symmetric matrix.

The result of distance measuring
The methods specify the distance between two stop points, 
and because of the different measuring manner, the result 
values are in variant scales. For the better comparability 
and transparency, we define the results in a 0 to 100 scale. 
For this, we used the following equitation:

		                             
(4)

Fig. 1. The exact numbers and the percent values of boarding passengers

Fig. 2. Similarity matrix sample

We are figuring the result in a matrix form. If the cross-
ings were bluer, the stop points are more similar to each 
other, while the orange colour means total difference. In 
this paper, we are submitting the results of Euclidean dis-
tance measurement, which found as the most appropriate 
method from the selected ones, because of its speed and 
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Fig. 2. Similarity matrix sample

usability. It takes more time to use the Dynamic Time 
Warping and without the correct calibration it is not bet-
ter, than the others. Besides, based on the similarity ma-
trix, the Euclidean method was the only one which shows 
appropriate diversity and not only extremity, so we thought 
that this method is properly subtle and not so rough. The 
matrix is mirrorable and symmetric.

Clustering
The clustering methods are the first and most popular data 
mining techniques. It is used in different scientific areas, such 
as medicine, astronomy, social sciences. The method creates 
groups based on the different attributes of elements. Opposite 
to classification, this method does not need predefined classes 
so clustering techniques also can be called as unsupervised 
learning [6]. The method is able to arrange the elements into 
groups without samples and the knowledge of group num-
bers and attributes. We examined the data with three hier-
archical clustering methods, which were the single linkage 
clustering, complete linkage clustering respectively the Ward 
method [7]. The final result can be represent in a dendrogram 
in the case of hierarchical methods, which shows that how link 
to each other the single elements and groups. It also shows the 
distances between each other. The advantage of this is that we 
do not need to find the proper group number previously, just 
cut the tree at the selected value.

We used the R data miner software for the examina-
tion [8]. The inputs were the dissimilarity values, which was 
counted in excel. The results of the simple linkage and the 
complete linkage methods did not show proper form, so we 
used the Ward method finally, which seemed promising for 
further investigation. Figure 3 shows the results of a sample 
of 100 stop points for the better perspicuity. It can be seen, 
that the dendrogram split into well separated groups.

We defined the ideal number of clusters on the Ward 
dendrogram. We circled the separated clusters and counted 
them. We found 14 separated groups. The program shows 
that which stop points or clusters are grouped together in 
which step and how far were these groups to each other. If 
we illustrated the distances in every steps, we get the follow-
ing diagram (Figure 4). The diagram is strongly growing in 
the environment of 14 clusters, because more and more dif-
ferent kind of stop points group together from here.

Results
We illustrate the results of the clustering method with the 
help of PTV VISUM transport planning system. Figure 5 
represents how the 14 different kinds of stop points locate 
in the city. The different stop points locate not exactly how 
we expect, but the map shows similarity to our previous 
imagination.

Based on the above we had not rejected the original idea, 
but we took into account not only the time series distances, 
but the physical distances too. The traffic model contains the 
exact coordinates of the stop points, so we counted the 
Euclidean distances for each pair of stop points. After that, 

Fig. 3.  
The sample dendrogram of Ward method

Fig. 4. The distances of clusters

Fig. 5. The positions of different stop points



Transport miejski i regionalny 07 2016

12

we created factors from the distances, and corrigated the 
original time series distances with them. The stop points 
which are close to each other and shows similarity grouped 
together, while the remote and dissimilar ones have not.

We were thinking about what would be the results, if 
we took into account only the physical distances and made 
the clusters that way. The results show, that however there 
are essential differences between the two methods, the ef-
fects of physical distances are too strong. These effects dis-
tort the attribute parameters and the results, so we rejected 
this method in this form.

As it can be seen on the figure the coverage of different 
colours and planning zones (drawn on the basis of local 
knowledge) are quite good, although the colouring was 
made just with mathematical methods without any local 
knowledge as shown above.

Conclusion
Continually developing world of today, the amounts of dif-
ferent kind of data are growing in every aspect of life. In this 
paper we showed an opportunity to examine and use this 
data, which could be generated in public transport every day. 
We clustered the stop points into groups, based on one day’s 
data of passengers boarding. In a city, where the smart cards 
are in daily usage, our investigation would show a more ac-
curate picture, thanks to the bigger data set. In the examina-
tion we used the Euclidean distance method for time series 
similarity measuring and the Ward method for clustering 
the stop points. The result did not show the perfect shape 
of the zones, but definitely gives us a reason for further in-
vestigation. For the accurate picture it is necessary to make 
the correct calibration so in the further work we want to 
deal with these issues. We also want to take into account the 
alighting number of passengers and parallel to this to try 
other calculating methods.
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