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Abstract. Automatic recognition of the signal modulation type turned out to be useful in many areas, including electronic warfare or

surveillance. The wavelet transform is an effective way to extract signal features for identification purposes. In this paper there are M-ary

ASK, M-ary PSK, M-ary FSK, M-ary QAM, OOK and MSK signals analysed. The mean value, variance and central moments up to five of

continuous wavelet transform (CWT) are used as signal features. The principal component analysis (PCA) is applied to reduce a number of

features. A multi-layer neural network trained with backpropagation learning algorithm is considered as a classifier. There are two research

variants: interclass and intraclass recognition with a wide range of signal-to-noise ratio (SNR).
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1. Introduction

Automatic signal identification has a great influence on elec-

tronic surveillance and electronic warfare systems effective-

ness. A proper signal classification makes signal demodula-

tion or emitter identification possible. In [1] and [2] authors

present methods of the automatic modulation classification

(AMC) for an electronic intelligence (ELINT) purposes. One

of the possible application of a radar signal waveform is modi-

fied nonlinear frequency modulation (NLFM) presented in [3]

or waveforms used for synthetic aperture radar (SAR) tech-

niques discussed in [4, 5]. Then in [6, 7] AMC methods for

wireless communication systems are proposed. As a classifi-

er there is usually an artificial neural network considered [8]

or decision trees. There are also a couple of articles con-

cerning modulation recognition algorithms using the Wavelet

Transform as a method of feature extraction [9–17]. We can

divide them into categories e.g. interclass and intraclass clas-

sification algorithms. The first one concerns ability to dis-

tinguish between type of modulation e.g. OOK, MSK, M-

ASK, M-PSK, M-FSK or M-QAM. The second one con-

centrates on ability to recognize modulation order within a

single class, such as BPSK, 4PSK or 8PSK. On the oth-

er hand, there are other categories of division considering

e.g. a type of classifier. In that way there are two types of

classification: decision-theoretic approach and pattern recog-

nition. The first solution is based on a priori knowledge of

probability functions and certain hypotheses. The second one

considers features extraction. In this paper second approach

is taken into consideration. The second section treats about

useful properties of continuous wavelet transform (CWT) and

its ability to describe base characteristics of analysed sig-

nals. In the third section authors present the identification

algorithm and in the fourth one, there are given research re-

sults.

2. CWT of modulated signal

The continuous wavelet transform (CWT) enables extraction

of transient information associated with amplitude/frequency

changes and phase shifts which are characteristics of modu-

lated signals. CWT of a signal x(t) is defined as [18]:

CWT (τ, a) =

∫
x(t)ψ∗

a
(t)dt

=
1√
|a|

∫
x(t)ψ∗

(
t− τ

a

)
dt,

(1)

where the ψ(t) is called the mother wavelet and a is the scal-

ing constant. ψ∗

a
is called the baby wavelet and is the translated

and scaled version of ψ(t).
The complex form of a considered signal is [12]:

x(t) = s(t) + n(t) = s̃(t) exp[j(wot+ θo)] + n(t), (2)

where s(t) is the modulated complex waveform, n(t) is the

Gaussian white noise, wo is the carrier frequency and θo is

the carrier initial phase. In case of digital implementation

of CWT, the integral in Eq. (1) can be replaced by summa-

tion [12]. Assuming that t = kT = k, z = nT = n and the

scale is restricted to an even integer, we could write that [12]:

CWT (n, a) =
1√
a

∑
x(k)ψ∗

(
k − n

a

)
, (3)

where the sampling rate T is set to unity.

The analysis presented in [9] show that for feature extrac-

tion signal normalization is needed. The identification meth-

ods of a signal were normalization used and presented in [9]

and [15]. It allows to distinguish an amplitude from frequen-

cy modulation. The |CWT (n, a)| with and without a median

filter applied for chosen modulation types are presented in

Fig. 1–5. The |CWT (n, a)| of M-ASK and M-QAM signal

is a multi-step function. Each level of |CWT (n, a)| conforms
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to a specific symbol. The |CWT (n, a)| of normalized M-ASK

and M-QAM is a constant with peaks observed in the moment

of the symbol change. The |CWT (n, a)| of OOK is a two-

step function and signal normalization gives the same result as

normalization of M-ASK or M-QAM. Due to different values

of amplitude levels and different phase transients it is possible

to distinguish each of amplitude modulation types.

Fig. 1. |CWT (n, a)| of 16-ASK with and without median filter ap-

plied

Fig. 2. |CWT (n, a)| of 16-ASK and smoothed |CWT (n, a)| of

normalized 16-ASK

Fig. 3. |CWT (n, a)| of 16-QAM with and without median filter

applied

Fig. 4. |CWT (n, a)| of 4-FSK with and without median filter ap-

plied

Fig. 5. |CWT (n, a)| of 16-PSK with and without median filter ap-

plied

The |CWT (n, a)| of M-FSK signal, the same as for M-

ASK and M-QAM, is a multi-step function. The difference

is noticeable after signal normalization. The |CWT (n, a)| of

normalized M-FSK is still a multi-step function with tran-

sients observed in the moment of the symbol change. MSK

signal is considered as a special case of M-FSK with M = 2,

continuous phase and modulation index 0.5 so there are no

transients. The |CWT (n, a)| of normalized MSK signal is

a two step function with and without signal normalization.

The |CWT (n, a)| of M-PSK signal is a constant function

with and without normalization with visible peaks resulting

from phase changes.

Introduced observations show that:

• The |CWT (n, a)| of M-ASK, M-QAM, M-FSK is multi-

step function;

• The |CWT (n, a)| of MSK and OOK has two levels;

• The |CWT (n, a)| of M-PSK is constant (with peaks re-

sulting from phase changes);

• Signal normalization does not affect the |CWT (n, a)| of

M-PSK, M-FSK and MSK;

• Signal normalization affects |CWT (n, a)| of M-ASK, M-

QAM, OOK and make it constant (with peaks resulting

from phase changes).

In the analysed algorithm the statistical properties of

|CWT (n, a)| for each modulated signal with and without nor-

malization, and with and without a median filter applied, are

used as a feature vector. In [9] the usage of central moments

up to five is presented but in this research two scenarios are

taken into consideration. The feature extraction algorithm con-

sider only a mean variance and central moments up to five

to show the impact of central moments order on recognition

results.

3. Interclass and intraclass identification results

The researches were divided into two subsystems, the first

one for interclass recognition (only classification of a mod-

ulation type) and the second one for intraclass recognition

(type of modulation was known, only classification of modu-

lation order). In both cases the features extraction was based

on statistical properties of |CWT (n, a)|. For identification

purposes the neural network – MLP (Multilayer perceptron)

with a backpropagation training method was proposed, where

the number of network entries were dependent on the number

of PCA features. The considered scenario assumed a pres-

ence of additive Gaussian noise. The boundary value of SNR

(signal-to-noise ratio) was determined for each neural network

learning process e.g. in the case boundary value of SNR was

set to 6dB it meant the range of SNR for simulated signals was

from 6 to 20 dB. SNR value for each signal realization was

randomly chosen within a given range. For interclass recogni-

tion purposes there was |CWT (n, a)| of M-ASK, M-QAM,

M-PSK, M-FSK, OOK and MSK calculated with and without

normalization and smoothing. Analysed signals consisted of

100 symbols. Tables 1–4. show results for interclass identi-

fication with 0 dB, 4 dB, 10 dB and 20 dB value of SNR.
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There were used 300 realizations of each modulation type for

a neural network learning process.

Table 1

Percentage of correct interclass identification for SNR = 20 dB

Number of features (PCA)

3 5 7 10

mean and variance 94.1% 98.2% 100% –

moments up to 5 95% 100% 100% 100%

Table 2

Percentage of correct interclass identification for SNR range from 10 to

20 dB

Number of features (PCA)

3 5 7 10

mean and variance 95.2% 95.7% 95.1% –

moments up to 5 95.4% 99.9% 99.9% 100%

Table 3

Percentage of correct interclass identification for SNR range from 4 to

20 dB

Number of features (PCA)

3 5 7 10

mean and variance 95.3% 95.2% 95.4% –

moments up to 5 95.2% 99.3% 99.7% 100%

Table 4

Percentage of correct interclass identification for SNR range from 0 to

20 dB

Number of features (PCA)

3 5 7 10

mean and variance 94.2% 95.2% 94.5% –

moments up to 5 93.1% 98.1% 98.7% 98.6%

Table 5

Percentage of correct M-ASK identification for SNR range from 4 to 20 dB

Number of features (PCA)

3 5 7 10

mean and variance 100% 100% 100% –

moments up to 5 100% 100% 100% 100%

Table 6

Percentage of correct M-FSK identification for SNR range from 4 to 20 dB

Number of features (PCA)

3 5 7 10

mean and variance 95.6% 96.9% 96.1% –

moments up to 5 91.8% 92.5% 88.2% 90%

Table 7

Percentage of correct M-QAM identification for SNR range from 4 to 20 dB

Number of features (PCA)

3 5 7 10

mean and variance 100% 100% 100% –

moments up to 5 100% 100% 100% 100%

For an intraclass scenario there were following modula-

tions analysed: 4-ASK, 8-ASK, 16-ASK, 2-PSK, 4-PSK, 8-

PSK, 16-PSK, 4-FSK, 8-FSK, 16-FSK, 8-QAM, 16-QAM.

There were used 300 realizations of each modulation type for

a neural network learning process.

The performance of the neural network applied as a clas-

sifier was tested for 1000 randomly chosen modulation types

and orders. Parameters of simulated signals, e.g. frequency

deviation was randomly changed in a certain range.

In case of M-PSK intraclass classification information

about a modulation order is related with peaks values. For

high noise level (SNR < 22 dB) peaks from phase changes

cannot be distinguished from noise, that was described in [10]

and was not wider considered in our experiment. Hence, on-

ly classification within BPSK and M-ary PSK was possible

so there are no table with results for PSK order recognition.

Figure 7 shows features distribution for SNR ∈ [10, 20] dB

and with only first three PCA features.

In case of M-ASK or M-QAM intraclass classification has

high correctness and ability to separate each modulation order

with first three PCA features is presented in Fig. 6.

For calculation purposes software from [19] was used.

Fig. 6. Feature distribution for M-ASK intraclass recognition

(SNR ∈ [10, 20] dB)

Fig. 7. Feature distribution for M-PSK intraclass recognition (SNR ∈
[10, 20] dB)
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Fig. 8. Feature distribution for interclass recognition (SNR ∈
[10, 20] dB)

Fig. 9. Feature distribution for interclass recognition (SNR ∈
[4, 20] dB)

4. Conclusions

In this paper, the recognition algorithm using CWT and neural

network as classifier, was analysed. One of the most impor-

tant features of identification algorithm is its robustness to

low SNR level. Researches show that the considered method

gives possibility to achieve high accurateness of identification

with a low SNR level. It is presented in [9] that using a radial

network as classifier could give a higher percentage of the

correct recognition.

However, there are some problems to resolve, e.g. in case

of PSK intraclass classification using additional algorithm is

necessary to distinguish M-PSK order. A similar problem

could be observed in case of M-FSK classification, where

effectiveness of recognition is lower than for M-ASK or M-

QAM. These problems are considered in [11]. On the oth-

er hand,the analysis shows that in some cases an increasing

number of statistic parameters of |CWT (n, a)| do not ensure

a higher percentage of the correct classification. For M-ASK

and M-QAM intraclass recognition using mean and variance

as features is enough. In case of using PCA algorithm it is

very important to choose a proper number of features. The

number of features shall be low enough to improve a neural

network learning speed, and high enough to assure expected

effectiveness of recognition.
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[6] L. Häring, Y. Chen, and A. Czylwik, “Automatic modulation

classification methods for wireless OFDM systems in TDD

mode”, IEEE Trans. on Communications 58 (9), 2480–2485

(2010), doi: 10.1109/TCOMM.2010.080310.090228.

[7] P. Shih and D. Chang, “An automatic modulation classifica-

tion technique using high-order statistics for multipath fading

channels”, Workshop on Transceiver Design for ITS 1, 691–695

(2011), doi: 10.1109/ITST.2011.6060143.

[8] J.J. Popoola and R. van Olst, Automatic Classification of Com-

bined Analog and Digital Modulation Schemes Using Feedfor-

ward Neural Network, pp. 1–6, AFRICON, London, 2011, doi:

10.1109/AFRCON.2011.6072008.

[9] K. Hassan, I. Dayoub, W. Hamouda, and M. Berbineau,

“Automatic modulation recognition using wavelet transform

and neural networks in wireless systems”, EURASIP J. on

Advances in Signal Processing 58, 353–362 (2010), doi:

10.1155/2010/532898.

[10] T. Chen, W. Jin, and Z. Chen, “Feature extraction using

wavelet transform for radar emitter signals”, Int. Conf. Com-

munications and Mobile Computing, IEEE 1, 414–418 (2009),

doi:10.1109/CMC.2009.202.

[11] K. Maliatsos, S. Vassaki, and P. Constantinou, “Interclass

and intraclass modulation recognition using the wavelet trans-

form”, 18th Annual IEEE Symp. PIMRC 1, 1–5 (2007), doi:

10.1109/PIMRC.2007.4394540.

[12] K.C. Ho, W. Prokopiw, and Y. Chan, “Modulation identifica-

tion of digital signals by the wavelet transform”, IEE Proc.-

Radar, Sonar Navig. 147 (4), 169–176 (2000), doi: 10.1049/ip-

rsn:20000492.

[13] H. Bing, L.Gang, G. Cun, and G. Jiang, “Modulation recogni-

tion of communication signal based on wavelet RBF neural net-

work”, 2nd Int. Conf. Computer Engeneering and Technology 2,

V2-490–V2-492, (2010), doi: 10.1109/ICCET.2010.5485567.

[14] K.C. Ho, W. Prokopiw, and Y. Chan, Modulation Identifica-

tion by the Wavelet Transform, pp. 886–890, Milcom, London,

1995, doi: 10.1109/MILCOM.1995.483654.

260 Bull. Pol. Ac.: Tech. 64(1) 2016

Unauthenticated
Download Date | 3/30/16 2:30 PM



Type of modulation identification using Wavelet Transform and Neural Network

[15] L. Hong and K.C. Ho, “Identification of digital modula-

tion types using the wavelet transform”, Military Communi-

cations Conf. Proc. 1, 427–431 (1999), doi: 10.1109/MIL-

COM.1999.822719.

[16] M. Walenczykowska and A. Kawalec, “Modulation type recog-

nition based on wavelet transform and neural network”, Elec-

tronics – Constructions, Technologies, Behaviours 53, 120–123

(2012), (in Polish).

[17] M. Walenczykowska and A. Kawalec, “Analysis of auto-

matic modulation recognition algorithm for Cognitive Ra-

dio (CR) and radio intelligence (SIGINT)”, Electronics –

Constructions, Technologies, Behaviours 56, 36–39 (2015),

DOI:10.15199/13.2015.4.7.

[18] P.S. Addison, The Illustrated Wavelet Handbook, Introuctory

Theory and Applications in Science, Engeneering, Medicine

and Finance, Taylor and Francis Group, London, 2002.

[19] C. Torrence and G.P. Compo, “A practical guide to wave-

let analysis”, Bull. Am. Meteorological Society 79 (1),

http://paos.colorado.edu/research/wavelets/ (1998).

Bull. Pol. Ac.: Tech. 64(1) 2016 261

Unauthenticated
Download Date | 3/30/16 2:30 PM


