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1. Introduction 

At the first glance, this approach models a classical 
reliability, operational, and maintenance context de-
fined on the following assumptions, conditions, re-
strictions, and statements: 

Scenario 

− The scenario includes n ≥ 2 individually and in-
dependently operating systems 

− and a single maintenance unit, which cares for all 
n systems. 

Systems 

− The reliability performance and the failure modes 
of every individual system are statistically inde-
pendent from those of the other systems. (Re-
quired if integral products are applied, see 6.) 

− The approach does not distinguish between dif-
ferent failure modes, i. e. all system failure modes 
are commonly and completely quantified by the 
system cumulative distribution function (CDF). 

− It is assumed that only one system failure occurs 
at a time. At least an infinitesimal small time in-
terval separates succeeding failures. 

− Unlike as discussed in [12], all CDFs may vary in 
type, parameters, and t0-offset (calendar time of 
restarting after restoration). Therefore, the as-
sumption that the reliability properties of all sys-
tems can be characterised by the same CDF [12] 
is not required. 

Maintenance and Maintenance Unit 

− The maintenance unit has a capability of main-
taining only one system at a time. 

− The approach models instant maintenance access 
only. There is no delay considered between a sys-
tem failure and the beginning of a maintenance 
action – insofar the unit is not busy with main-
taining another system. In [13] it is shown how to 
model delayed maintenance access. 

− The sequence of systems undergoing maintenance 
actions follows the sequence of system failures 
(first-fail-first-in-first-out). 

− Once a system maintenance action is started, it 
will not be interrupted until it is completed. 

− The time to restoration (TTR) is assumed to be 
constant for every system in all maintenance 
cases, representing the exchange of a faulty mod-
ule for a functioning. For the sake of easy read-
ing, the simplified notation TTR ≡ M is applied 
pointing to the duration of a maintenance action. 

Objectives 

One objective of this approach is to support reliabil-
ity modelling of a classical context: Many systems 
with fixed CDF parameters, but diverging system-
individual t0-offsets are operating in a common sce-
nario with shortcoming maintenance capabilities. 
 In addition to this classical context, the systems 
considered may have dynamic reliability properties 
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according to the concept of reliability-adaptive sys-
tems (RAS), see references, especially [16], meaning 
that their individual reliability properties are online 
estimated and permanently updated during operation, 
and (based on these results) that a prognosis on the 
time to failure is conducted. 
 A lot of papers on modern reliability engineering 
discuss “online estimated reliability”, “realtime reli-
ability evaluation”, “realtime reliability assessment” 
and “online reliability prognosis”, “realtime reliabil-
ity prediction” etc., refer to references. As stated by 
Xu, Ji & Zhou [24], the main ideas behind these ap-
proaches are 
− to monitor the performance degradation signals of 

the item considered, 
− and to model the tendency of the degradation 

process, 
− then to predict future performance variation. 
The objective of this approach is to go one step fur-
ther and to set up on the results given from the ap-
proaches mentioned above. With that, a reliability-
adaptive operation in an n-system scenario can be 
modelled, which considers failure coincidences and 
maintenance conflicts. Depending on reliability esti-
mations, the system operation parameters can be 
changed and the system operation tasks can be re-
arranged to optimise the occupancy (or “booking”) 
of the maintenance unit. Hence, this approach can be 
helpful to develop a maintenance unit booking strat-
egy. 
 In [14], [17], [18] it is postulated that the product 
of n (number of systems within the scenario consid-
ered) and TTR has to be non-negligible against the 
value of the mean time to failure (MTTFi, refer to 
Section 0), otherwise reliability-adaptive operation is 
not effective or – even worse – counterproductive 
compared to regular operation. As shown in see Sec-
tion 4, the coincidence probability depends on the 
three measures n, TTR, and MTTRi. Intuitively, the 
higher the coincidence probability, the higher is the 
effectiveness of an RAS approach. Therefore, the 
following approach allows quantifying how the three 
measures affect the effectiveness of an RAS. 
 Moreover, the approach provides a methodologi-
cal tool 
− to calculate if the coincidence probability has ex-

ceeded a given threshold, which defines, when to 
put a RAS into derating mode 

− and to get some understanding about the results 
gained in experiments, which are presently con-
ducted by the author at the University of Wupper-
tal under working title Reliabotix – the combina-
tion of reliability and robotics. 

Analytical Approach versus Simulation 

The author received many motivating proposals and 
hints from the reliability community to conduct a 
simulation of a scenario as described above. Simula-
tion has proven to be an efficient and expressive tool 
in reliability engineering application, especially in 
quantitative reliability modelling. 
 However, putting the above mentioned RAS as-
pects step-by-step into a simulation of a scenario as 
defined above, may lead into a time paradox pitfall 
as discussed in [11]: The random TTF is based on a 
CDF, which includes a derating, which will be ini-
tialised later than the simulation-generated TTF. 
 Among other aspects, this work was motivated by 
the facts, that modelling of an analytical approach is 
feasible and RAS simulation presumably has some 
lacks in concept. 
 
2. Fundamentals 

The fault probability function Fi or cumulative dis-
tribution function (CDF) of the time to failure of sys-
tem i is defined on [0, ∞) → [0, 1]. The correspond-
ing probability density function (pdf) fi is defined on 
[0, ∞) → [0, ∞) with 
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According to the concept of reliability-adaptive sys-
tems, the following measures are introduced: 
− the estimated value of (1 – Fi) denoted as Ei, 

which is an a priori, forecasted, or prognosis 
measure, based on a priori given or online esti-
mated CDF, 

− the time to failure (so-called lifetime) TTF, which 
is a random number, 

− the mean time to failure MTTF, which is an a pos-
teriori statistical measure. 

Note that the distinction between estimated value Ei 
and mean time to failure (MTTFi) is essential in reli-
ability-adaptive system modelling [11]. Generally, 
the overall scenario-covering multi-system perform-
ance depends on the number of systems and the indi-
vidual system availabilities, which are quantifiable 
by the measures MTTFi and MTTRi respectively TTR. 
Again, TTR ≡ M is a fixed number in this approach. 
 The interval diagrams (Figs. 1ff) may give the 
wrong impression that Ei, derived from 
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has a deterministic character. Note that Ei changes its 
value every instant of time depending on the results 
of changing prognoses. 
 Applying the maintenance condition of a fixed 
time to restoration yields the strict implication 
 

Ei ' < Ei '' < Ei ''' < … ↔ Ei' + M < Ei''  
 

+ M < Ei''' + M < …, (3) 
 
describing the one-failure-at-a-time assumption on 
the left-hand side of the implication, representing the 
sequence of system failures, and the first-in-first-out 
character of the maintenance unit on the right-hand 
side. Both inequations are valid for any n-system 
scenario. 
 The contribution discusses two approaches to the 
prognosis of failure coincidences in a multi-system 
scenario: 
− Modelling individual coincidence patterns and 

probabilities of defined failure sequences, see 
Section 3, 

− Modelling general coincidence probabilities with-
out explicit discussion of failure sequences (per-
mutations), see Section 4. 

The first aspect focuses and quantifies a certain situa-
tion within a dynamic environment and supports rea-
soning what to do in the given case. The second 
more general aspect gives quantitative hints if a pro-
active action is required. 
 
3. Modelling individual coincidence patterns 

This section shows a calculus how to model coinci-
dence patterns and probabilities of defined failure 
sequences. The sub-sections show a collection of 
single-cluster coincidence patterns, which support e. 
g. reasoning in a multi-scenario context with indi-
vidually given situations. The objective of these sub-
sections is to illustrate the “baking” of integrals re-
lated to the given interval diagrams. 
 
3.1 Two systems involved 

The simplest case of system failure coincidence oc-
curs in a two-system scenario if one system fails dur-
ing maintenance of the other system. There is for 
example 
 

E1 < E2 < E1 + M < E2 + M (4) 

 
as shown in the interval diagram (Figure 1). 

 
Figure 1. Interval diagram, grey blocks representing 

TTR (Note E1 and E2 are random numbers, M is 
fixed) 

To simplify the diagrams of complex overlapping 
conflicts and to avoid denotation noise, staple-kind 
graphs are applied, see Figure 2. Please note that 
− the left edge of a staple graph represents an esti-

mated value, 
− M is a fixed number; however, staple graphs do 

not provide a time-equidistant representation, 
− overlapping TTRs indicating a conflict, but do not 

mean that more than one system is maintained at 
a time. 

 
Figure 2. Simplification of Figure 1: Staples are in-

dicating overlapping restoration intervals of length M 
each 

 
Additionally, 
 

E2 < E1 < E2 + M < E1 + M (5) 

 
must be considered. Then the coincidence probability 
pcoin_k,c of k = 2 involved and c = 2 conflicting sys-
tems yields 
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Equations (4) and (5) both describe mutually exclu-
sive system failures sequences, so the + between 
both terms in equation (6) is justified. 
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If the scenario includes n ≥ 2 systems, the probability 
for any coincidence involving two components is 
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where the sum over n2 includes all permutations of i 
with 
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3.2. Three systems involved 

Involving one more system (k = 3) results in two co-

incidence patterns following 

 

Ei' < Ei" < Ei'''  < Ei' + M < Ei" + M < Ei''' + M , (9) 
 

Ei' < Ei" < Ei' + M < Ei'''  < Ei" + M < Ei''' + M . (10) 

 
The coincidence probability pcoin_3,3 with c = 3, refer 
to Figure 3, yields 
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Figure 3. Coincidences of 3 system failures with 

maximum 3-fold overlapping of TTR 

 
The coincidence probability pcoin_3,2 of three involved 
and two conflicting systems, refer to Figure 4, yields 
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Figure 4. Coincidences of 3 system failures with 

maximum 2-fold overlapping of TTR 

 
In case of 3-out-of-n systems and n3 failure se-
quences, the probability 
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holds for any coincidence involving three compo-
nents. 
 
3.3. Four systems involved 

Four systems are involved in the next modelling 
steps. The coincidence probability pcoin_4,4 of four 
conflicting systems, refer to Figure 5, yields 
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Figure 5. Coincidences of 4 system failures with 

maximum 4-fold overlapping of TTR 

 
The coincidence probability pcoin_4,3 of three conflict-
ing systems, refer to Figure 6, yields 
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Figure 6. Coincidences of 4 system failures with 

maximum 3-fold overlapping of TTR 

 
The coincidence probability pcoin_4,2 of two conflict-
ing systems, refer to Figure 7, yields 
 

.dddd

)()()()(
0

2,4coin_

tttt

tftftftf

p
Mt

Mt
i

Mt

t
i

Mt

t
ii

′′′′′′′′′′

∫ ′′′′∫ ′′′∫ ′′∫ ′

=
+′′′

+′′
′′′′

+′

′′
′′′

+′

′
′′

∞

′  (16) 

 

 
Figure 7. Coincidences of 4 system failures with 

maximum 2-fold overlapping of TTR 

 
The coincidence probability pcoin_4,3' of the pattern as 
given in Figure 8 , yields 
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Figure 8. Coincidences of 4 system failures with 

maximum 3-fold overlapping of TTR 

 
Figure 9 shows another pattern of four coinciding 
failures. The assigned probability pcoin_4,2' is 
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Figure 9. Coincidences of 4 system failures with 

maximum 2-fold overlapping of TTR 

 
3.4. k-out-of-n systems involved 

The probability for a k-out-of-n-system (2 ≤ k ≤ n) 
coincidence is 
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where the sum over nk includes all permutations of i. 
Replacing the first upper integral limit (infinity) by t 
yields a time-dependent coincident probability func-
tion pcoin_k-out-of-n with 
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which is helpful in reliability-adaptive operation. The 
function allows calculating, when a given threshold 
is exceeded and e. g. component derating has to be 
initialised. 
 
3.5. Coincidence permutations 

The staple graph coincidence permutation diagram 
(see Figure 11) shows the permutations of coinci-
dence patterns. This diagram gives an impression of 
a 6-system scenario failure coincidence permutation 
if single-clusters are considered only. 
 The first column shows k = 2 coincidences devel-
oped for n = 6 systems. The second column involves 
a third system introducing two variants of overlap-
ping (refer also Figure 3 and Figure 4). The third to 
the fifth column continues evolving permutations. 
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3.6. Coincidence clusters 
Failure coincidences of k ≤ n systems can occur clus-
ter-wise. Every system in a cluster has an overlap-
ping TTR to at least one other cluster member. The 
smallest multi-cluster configuration consists of four 
systems with overlapping TTR divided into two two-
system clusters as shown in Figure 10. 

 
Figure 10. Coincidences of four system failures in 

two cluster 

 
The coincidence probability pcoin_2+2 of two involved 
and two conflicting systems yields 
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Any type of multi-cluster coincidence can be calcu-
lated analogously. 

 
Figure 11. Staple graph coincidence permutation 

diagram of a 6-system scenario considering single-
clusters 
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4. Modelling general coincidences 

This section discusses a more general approach to the 
prognosis of failure coincidences. The general prob-
ability for a coincidence in an n-system scenario 
serves as a measure if reliability-adaptive operation 
can be more effective than regular operation. Intui-
tively, the probability depends directly on the num-
ber of systems in the scenario n, the pdf of system 
failures fi, and the time to restoration M. 
 The time-dependent probability function pcoin_n 
shall quantify the occurrence of any coincidence in 
the interval [0, t]. This function supports reasoning in 
dynamic environments if a pro-active action has to 
be considered or is required, respectively – or if not. 
 To minimise calculation effort, the probability of 
non-occurrence is calculated and then inverted. Non-
occurrence of coincidences means that every failure 
must occur outside the fixed TTR intervals, see 
Figure 12. 
 

 
Figure 12. Non-overlapping failure sequences as 

applied here to calculate the probability that no (resp. 
any) coincidence occurs 

On a first sketch, the general probability function for 
a coincidence in an n-system scenario is 
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where the sum over n! includes all permutations of i. 
The non-occurrence of coincidences in the interval 
between t = 0 and the first system failure is covered 
by the n! permutations of failure sequences. This 
equation applies ∞ as upper integration limit and, 
unfortunately, equals zero. 
 The equation includes only single system failures 
and restorations. Succeeding failures and restorations 
of the same system are not considered here. After the 
first failed system has been restored and put into ser-
vice at t' + M again, left sub-intervals of CDF do-
mains of the n – 1 remaining and functioning sys-
tems are cut and set to t' + M = t0. With that, the pdf 
of forward recurrence time has to be discussed in the 
framework of alternating renewal processes, refer to 
[22] and to Future Work in Section 7. 

5. Illustration 

The objective of this illustration is to demonstrate, 
how the relations between the measures n, TTR, and 
MTTFi affect the coincidence probabilities and – 
with that – the effectiveness of an RAS approach, as 
addressed in Section 1. 
 
5.1. Two-system scenario 

The simplest case is a two-system scenario, where 
the coincidence probability is given by equation (6). 
In case of constant failure rates, MTTF1 = 100, 
MTTF2 = 80, and TTR = 45 yields to the graph as 
given in Figure 13 with the limitation value 
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The graph describes the following situation: At time 
t = 0 both system start operation with Fi(0) = 0. 

200 400 600 800 1000
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0.3

0.4

 
Figure 13. Graph of a 2-system coincidence prob-

ability function 

 
5.2. Four-fold coincidence 

Four systems are given in this scenario with MTTF1 
= 100, MTTF2 = 80, MTTF3 = 60, MTTF4 = 40, and 
TTR = 45. The graphs of the resulting pdfs are shown 
in Figure 14 

50 100 150 200 250 300

0.005

0.01

0.015

0.02

0.025

 
Figure 14. Graphs of the f1, f2, f3, and f4 

Considering the initial conditions t = 0 and Fi(0) = 0 
with 4! = 24 permutations result in 24 terms of coin-
cidence probabilities for a four-fold coincidence, see 
Figure 15. 
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Figure 15. Graphs of 4! coincidence probabilities 

terms. 
 
The limiting value of approximately 1.56⋅10–10 (refer 
to Figure 16) indicates that a 4-fold coincidence has 
no significant influence on the scenario operation. 
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1.56 ´ 10-10

 
Figure 16. Graph of a 4-system coincidence prob-

ability function 

6. Some notes 

Modelling 
It should be noted that convolution approaches as 
applied in modelling standby configurations (cold 
redundancies, cold spare) may not be confused with 
the application of Matryoshka-like integral products 
as shown in this contribution. The author would like 
to give a hint on the work of Schneeweiss [22] on 
Renewal Processes for Reliability Modeling. Espe-
cially the minimal digest for practical work (Chapter 
9) is very helpful in application. The advice on page 
154 addresses the “baking” of multiple integrals over 
products of pdfs, which is applied here. Additional 
fundamentals can be found in [23]. 

 Note that the two systems coincidence probabili-
ties as given in [13], [14], [17] correspond with equa-
tion 6. 

The properties of t', t" … t[k] and t 

Variables t', t" … t[k] represent system-individual 
time-axes, where t[k] is assigned to the kth system. 
Variable t represents the calendar time of the sce-
nario and (as a consequence of the integral products) 
the time axis of the complete ensemble. 

Snapshot character 

If the approach is embedded in a reliability-adaptive 
systems concept, then coincidence probabilities, pdf, 
CDF, and estimated values change their values every 
instant of time. Again, all Ei do not have a determi-
nistic character, e. g. a system may fail directly after 
restoration. Such an event changes a prognosis com-
pletely; i. e. pdf, CDF, estimated values have a so-
called snapshot character, valid at the moment they 
were calculated. Thus, the snapshot character puts a 
lot of uncertainty into the model. 

Applicability 

The applicability is addressed to swarm, fleet, or 
groups of independent operating systems. The ap-
proach is especially tailored to swarm robotics as it 
complies with the requirements postulated by Sahin 
& Spears [21]: 
− Large Number  

The approach is applicable to large robotic 
swarms if the number of maintenance units is 
smaller than the number of robots. 

− Homogeneity  
The requirement for few homogeneous groups of 
robots within a swarm supports the RAS applica-
bility: Performance diagnosis and reliability 
prognosis are easier to compare and it is easier to 
estimate the characteristics. 

− Simplicity and incapability  
It is required that the robots should be relatively 
simple and incapable so that the tackled tasks re-
quire the cooperation of the individual robots. 
(This requirement does not have an effect on the 
reliability-adaptive operation.) 

− Sensing and communication abilities  
The robots should only have localised and limited 
sensing and communication abilities. Here, it is 
required that each robot transmits instantaneous 
performance characteristics and that it receives 
performance command values. 

Moreover, classical applications as booking wharves 
in harbour or air traffic control operation can be sup-
ported by this approach. The results are helpful 
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− to make a proper predictive maintenance policy 
for the maintenance unit, 

− to make a proper predictive operation and main-
tenance policy for every individual system, 

− and for the complete swarm in the scenario. 
Again, it should be emphasised that the value of the 
(mean) time to restoration should not be negligible 
against the mean time to failure in terms of the num-
ber of systems involved in the scenario. Otherwise 
reliability-adaptive operation is not effective or – 
even worse – counterproductive compared to regular 
operation. 
 Presently, experiments are conducted at the Uni-
versity of Wuppertal under working title Reliabotix 
to validate the results of this approach and to show 
the applicability as addressed above. 
 
7. Conclusions 

A multi-system scenario including dynamically op-
erating systems in a dynamic environment is a very 
interesting and appealing approach to proof the ef-
fectiveness of reliability-adaptive systems. The core 
of reliability modelling of such a scenario and the 
objective of the approach given here is the calcula-
tion of the probability of a failure coincidence or 
maintenance conflict, respectively, in an n-system 
scenario. With that, the following measures can be 
quantified: 
− The probability function of a maintenance conflict 

depending on the values of n, MTTF, and MTTR 
− The time, when the probability for the next sys-

tem failure coincidence will be greater than a 
given threshold 

Further Work 

The following way of reliability modelling is shown 
by this approach: Individual coincidence patterns and 
probabilities of defined failure sequences are mod-
elled including an explicit discussion of failure se-
quences (permutations), see Section 3. The modeling 
requires the discussion of combining individual coin-
cidence probabilities of k-out-of-n patterns with k = 
2, 3, …, n. A simple addition as proposed in [12] can 
not be justified yet. 
 Modelling general coincidence probabilities as 
sketched in Section 4 considers only single system 
failures and restorations. Succeeding failures and 
restorations of the same system are neglected here. 
Hence, further work shall include a more detailed 
modelling, which applies the pdf of forward recur-
rence time in the framework of alternating renewal 
processes [22]. 
 Moreover, the approach applies forecasted esti-
mated values Ei for maintenance unit booking and 
reasoning if a system is taken out of service or not. 

However, the probability that a system with an expo-
nential CDF fails before Ei is ~63%. Applying Ei is 
just an assumption, whereas the effectiveness has not 
been proven yet, but shall be discussed in a further 
approach and shall be validated by Reliabotix ex-
periments as presently conducted. (Note that it may 
be helpful to have a look on maintenance strategies 
of streetlights.) Summarising, the following ques-
tions are still open: 
− A system does not exactly fail at time Ei. Thus, 

the ranking of systems in maintenance booking 
changes more frequently with higher n. Does any 
discrepancy occur after re-arranging the ranking, 
e. g. oscillating system performances? 

− Does the change of ranking in combination with 
the snapshot character have a significant influence 
on the effectiveness of RAS approaches? 

Finally, the assumptions as given in the introduction 
are easy to justify. But the assumptions on single 
system failures and restorations; and on Ei require 
further work. 
 
References 

[1] Chinnam, R.B. & Rai, B. (2007). Computation 
Intelligence in Online Reliability Monitoring. 
Intelligence in Reliability Engineering, 223–
260. 

[2] Chinnam, R.B. & Mohan, P. (2002). Online Re-
liability Estimation of Physical Systems Using 
Neural Networks and Wavelets. International 
Journal of Smart Engineering System Design, 4 
(4) 253–264. 

[3] Chinnam, R. B. (2002). On-line Reliability Es-
timation for Individual Components Using Sta-
tistical Degradation Signal Models. Quality and 
Reliability Engineering International, 18,  53–
73. 

[4] Chinnam, R.B. (1999). On-line Reliability Es-
timation of Individual Components, Using Deg-
radation Signals. IEEE Trans. Reliability, 48 (4) 
403–412. 

[5] Dietl, C. & Rakowsky, U.K. (2006). An Operat-
ing Strategy for High-Availability Multi-Station 
Transfer Lines. International Journal of Auto-
mation and Computing, Vol. 3, No. 2, 125-130. 

[6] Dietl, C. & Rakowsky, U.K. (2005). Reliability-
Adaptive Tool Change Management of Transfer 
Lines. Kolowrocki, K. (edt.): Advances in 
Safety and Reliability. Proceedings of the Euro-
pean Conference on Safety and Reliability – 
ESREL 2005, Gdynia-Sopot-Gdansk/Poland. 
Leiden: Balkema, Vol. 1, 453-458. 

[7] Dietl, C. & Rakowsky, U.K. (2004). Reliability-
Adaptive Control of Tool Wear in Transfer 
Lines. Spitzer, C.; Schmocker, U.; Dang, V. N. 
(edts.): Probabilistic Safety Assessment and 



Uwe Kay Rakowsky 
An approach to calculate multi-system failure coincidence probabilities 

 

 212

Management. Proceedings of the joined PSAM 
7 – ESREL 2004 Conference, Berlin/Germany. 
London: Springer, Vol. 5, 3040-3047. 

[8] Kim, Y.S. & Kolarik, W.J. (1992). Real-time 
Conditional Reliability Prediction from On-line 
Tool Performance Data. International Journal 
of Production Research, 30 (8), 1831–1844. 

[9] Lu, H.,  Kolarik, W.J. & Lu, S.S.  (2001). Real-
time performance reliability prediction. IEEE 
Trans. Reliability, 50 (4), 353–357. 

[10] Lu, S.S., Lu, H. & Kolarik, W.J. (2001).  Multi-
variate performance reliability prediction in 
real-time. Reliability Engineering & System 
Safety, 72, 39–45. 

[11] Rakowsky, U.K. ( 2010). On the Time Paradox 
of Dynamic Multi-System Reliability Simula-
tion. Proceedings of the European Conference 
on Safety and Reliability – ESREL 2010, Rho-
des/Greece. Accepted as full paper. 

[12] Rakowsky, U.K. (2009). An Approach to Calcu-
late Multi-System Failure Coincidence Prob-
abilities. Bris, R.; Guedes Soares, C.; Martorell, 
S. (edts.): Reliability, Risk, and Safety – Theory 
and Applications. Proceedings of the European 
Conference on Safety and Reliability – ESREL 
2009, Prague/Czech Republic. London: CRC 
Press, Vol. 1, 145-151. 

[13] Rakowsky, U.K. (2007). Applying the Concept 
of Reliability-Adaptive Systems to Space Sys-
tem Safety and Reliability. ESA Communica-
tion Production Office: Space Safety in a Global 
World. Proceedings of the 2nd International As-
sociation for the Advancement of Space Safety 
(IAASS) Conference, Chicago/USA, SP-645. 
Noordwijk: ESA/ESTEC. 

[14] Rakowsky, U.K. (2006). Modelling Reliability-
Adaptive Multi-System Operation. International 
Journal of Automation and Computing, Vol. 3, 
No. 2, 192-198. 

[15] Rakowsky, U.K. (2006). An Approach to Reli-
ability-Adaptive Module Reconfiguration. 
Soares, C. G.; Zio, E. (edts.): Safety and Reli-
ability for Managing Risk. Proceedings of the 
European Conference on Safety and Reliability 
– ESREL 2006, Estoril/Portugal. London: Tay-
lor and Francis, Vol. 2, 1689-1694. 

[16] Rakowsky, U.K. (2005). An Introduction to Re-
liability-Adaptive Systems. Kolowrocki, K. 
(edt.): Advances in Safety and Reliability. Pro-
ceedings of the European Conference on Safety 
and Reliability – ESREL 2005, Gdynia-Sopot-
Gdansk/Poland. Leiden: Balkema, Vol. 2, 1633-
1636. 

[17] Rakowsky, U.K. (2005). On Multi-System Reli-
ability and Operation. Kolowrocki, K. (edt.): 
Advances in Safety and Reliability. Proceedings 

of the European Conference on Safety and Reli-
ability – ESREL 2005, Gdynia-Sopot-
Gdansk/Poland. Leiden: Balkema, Vol. 2, 1637-
1644. 

[18] Rakowsky, U.K. & Schneeweiss, W.G. (2004). 
An Approach to Reliability-Adaptive Multi-
Robot Operation. ESA Communication Produc-
tion Office: Advanced Space Technologies for 
Robotics and Automation. Proceedings of the 
8th ASTRA Workshop, Noordwijk/The Nether-
lands, WPP-236. Noordwijk: ESA/ESTEC, 299-
306. 

[19] Rakowsky, U.K. & Pabst, I. (2003). On Model-
ling Reliability Properties in Descriptor Form. 
Bedford, T.; Gelder, P.H.A.J.A.M. (edts.): 
Safety and Reliability. Proceedings of the Euro-
pean Conference on Safety and Reliability – 
ESREL 2003, Maastricht/The Netherlands. 
Lisse: Balkema, Vol. 2, pp 1281-1288. 

[20] Rakowsky, U.K. & Söffker, D. (1997). Real-
Time Reliability Evaluation of Vibrating Me-
chanical Structures. Pusey, H.C.; Pusey, S. 
(edts.): A Critical Link – Diagnosis to Progno-
sis. Proceedings of the 12th ASME Conference 
on Reliability, Stress Analysis, and Failure Pre-
vention, Virginia Beach, USA. Society for Ma-
chinery Failure Prevention Technology, 625-
636. 

[21] Sahin, E. & Spears, W. M. (eds.) (2005). Pro-
ceedings of the SAB 2004 Workshop on Swarm 
Robotics. Santa Monica/USA, July 2004. Lec-
ture Notes in Computer Science 3342. Berlin: 
Springer. 

[22] Schneeweiss, W.G. (2009). Renewal Processes 
for Reliability Modeling. Hagen: LiLoLe. 

[23] Schneeweiss, W.G. (2001). Reliability Model-
ing. Hagen: LiLoLe. 

[24] Xu, Z., Ji, Y. & Zhou, D. (2008). Real-time Re-
liability Prediction for a Dynamic System Based 
on the Hidden Degradation Process Identifica-
tion. IEEE Trans. Reliability, 57 (2), 230–242.  

 
Acronym and Notation 

Acronym 
The singular and plural of an acronym are always 
spelled the same. 
CDF cumulative distribution function 
coin coincidence 
pdf probability density function 
RAS reliability-adaptive system 
Notation 
E estimated value of the CDF; a priori, forecast, 

or prognosis measure 
f differential of the system fault probability 

function 
F system fault probability function (CDF) 
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M time to system restoration, random number 
(short notation of TTR, “maintenance”) 

MTTF mean time to failure; mean value, a posteriori 
measure 

p probability (measure) 
pcoin_k,c coincidence probability of k involved 

and c conflicting systems 
t time 
TTF time to failure, random number 
TTR time to restoration, fixed number short nota-

tion: M 

Integers 

c maximal number of (concurring, coinciding, 
conflicting) systems with overlapping TTR in a 
cluster 

i system index with i', i'', i''' , … ∈ {1, 2, …, n} 
k number of systems in a certain subset of all 

systems 
l number of coincidence clusters considered 
n number of systems within the scenario consid-

ered 
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