SSARS 2010
Summer Safety and Reliability Semindime 20-26201Q Gdaisk-Sopot, Poland

Rakowsky Uwe K ay
University of Wuppertal, Department of Safety Eagimng, Germany

On the prognosis of failure coincidencesin multi-system scenarios

Keywords

coincidence probability, coincidence patterns, irgylstem scenario, integral products, staple graphs

Abstract

The objective of the approach is to calculate trabability of failure coincidences or maintenanomfticts,
respectively, in am-system-single-maintenance-unit scenario. Besideofberation of conventional systems,
reliability-adaptive systems can be considered al$ iw this scenario. The approach applies multiptegrals
over probability density functions, which are agad Matryoshka-like. The contribution discussesmsa-
tions of coincidence patterns explicitly and geheadncidence probabilities. So-called staple grapd staple
graph coincidence permutation diagrams are intredas graphical representations.

1. Introduction

. . . Maintenance and Maintenance Unit
At the first glance, this approach models a classic ] i N ]
— The maintenance unit has a capability of main-

reliability, operational, and maintenance contest d e X
taining only one system at a time.

fined on the following assumptions, conditions, re- ) )
strictions, and statements: - The approa(_:h models |nstant maintenance access
only. There is no delay considered between a sys-
Scenario tem failur_e and the be_gir_ming of a ma_intenance
action — insofar the unit is not busy with main-
taining another system. In [13] it is shown how to
model delayed maintenance access.
The sequence of systems undergoing maintenance
actions follows the sequence of system failures
(first-fail-first-in-first-out).
Systems — Once a system maintenance action is started, it
— The reliability performance and the failure modes  will not be interrupted until it is completed.
of every individual SyStem are StatiStically inde- — The t|me to restoration‘[’(ﬂ% iS assumed to be
pendent from those of the other systems. (Re- constant for every system in all maintenance
quired if integral products are applied, see 6.) cases, representing the exchange of a faulty mod-
— The approach does not distinguish between dif- yle for a functioning. For the sake of easy read-
ferent failure modes, i. e. all system failure mode  jng, the simplified notatiomTR= M is applied

are commonly and completely quantified by the  pointing to the duration of a maintenance action.
system cumulative distribution function (CDF).

— It is assumed that only one system failure occursOpjectives
at a time. At least an infinitesimal small time in-
terval separates succeeding failures.

— Unlike as discussed in [12], all CDFs may vary in
type, parameters, ang-offset (calendar time of
restarting after restoration). Therefore, the as-
sumption that the reliability properties of all sys
tems can be characterised by the same CDF [12Ao
is not required.

— The scenario includes = 2 individually and in-
dependently operating systems

- and a single maintenance unit, which cares for all_
n systems.

One objective of this approach is to support rdliab
ity modelling of a classical context: Many systems
with fixed CDF parameters, but diverging system-
individual to-offsets are operating in a common sce-
nario with shortcoming maintenance capabilities.

In addition to this classical context, the systems
nsidered may have dynamic reliability properties
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according to the concept of reliability-adaptivessy Analytical Approach versus Simulation

tems (RAS), see references, especially [16], m@aninThe author received many motivating proposals and
that their individual reliability properties arelo®  hints from the reliability community to conduct a
estimated and permanently updated during operationsimulation of a scenario as described above. Simula
and (based on these results) that a prognosiseon thion has proven to be an efficient and expressioé t

time to failure is conducted. in reliability engineering application, especially
A lot of papers on modern reliability engineering quantitative reliability modelling.
discuss “online estimated reliability”, “realtimeli However, putting the above mentioned RAS as-

ability evaluation”, “realtime reliability assessnt&  pects step-by-step into a simulation of a scenasio

and “online reliability prognosis”, “realtime rebd- defined above, may lead into a time paradox pitfall

ity prediction” etc., refer to references. As stilyy  as discussed in [11]: The randdmiF is based on a

Xu, Ji & Zhou [24], the main ideas behind these ap-CDF, which includes a derating, which will be ini-

proaches are tialised later than the simulation-generaidd-.

- to monitor the performance degradation signals of Among other aspects, this work was motivated by
the item considered, the facts, that modelling of an analytical approach

- and to model the tendency of the degradationfeasible and RAS simulation presumably has some
process, lacks in concept.

— then to predict future performance variation.

The objective of this approach is to go one step fu 2. Fundamentals

ther and to set up on the results given from the ap

g(rjc;%c;ir:;s 0”;2?;{{?;??”&22_\@5&}/ :;hs?:l;éﬁorilgblgg tribution function (CDF) of the time to failure ef/s-

modelled, which considers failure coincidences and®M! 1S defined on [0s) — [0, 1]. The correspond-
maintenance conflicts. Depending on reliabilityiest N9 Probability density function (pdf is defined on
mations, the system operation parameters can bl ) ~ [0, ) with

changed and the system operation tasks can be re-

arranged to optimise the occupancy (or “booking”) Tf' (t)dt =1. (1)
of the maintenance unit. Hence, this approach eanb ;'

helpful to develop a maintenance unit booking strat

€gy. o According to the concept of reliability-adaptivessy
In [14], [17], [18] it is postulated that the prad  tems; the following measures are introduced:

of n (number of systems within the scenario consid-_ the estimated value of (1 F) denoted a5

ered) andTTR has to be non-negligible against the | hich is an a priori, forecasted, or prognosis

value of the mean time to failurdAT'TF, refer to measure, based on a priori given or online esti-
Section 0), otherwise reliability-adaptive operatise mated CDF

not effective or — even worse — counterproductive_
compared to regular operation. As shown in see Sec-

:'r?n 4, the commgﬁr%ce %r&bﬁ%ltyl ctie_?enlds t?]n the_ the mean time to failuITTF, which is an a pos-
ree measures, an - INIvVely, ne teriori statistical measure.

higher the coincidence probability, the higherhe t Co :
effectiveness of an RAS approach. Therefore, theNote that the distinction between estimated véiue

following approach allows quantifying how the three anq. mean “T“e to failurTTF,) .is essential in reli-
measures affect the effectiveness of an RAS. ability-adaptive system modelling [11]. Generally,

Moreover, the approach provides a methodologi-the overall scenario-covering multi-system perform-
cal tool ’ ance depends on the number of systems and the indi-
- L o idual system availabilities, which are quantifiabl
— to calculate if the coincidence probability has ex-V! .
ceeded a given threshold, which defines, when tcpy the measurdstITTE andMTTR rgspgctlverTTR
Again, TTR= M is a fixed number in this approach.

put a RAS into derating mode _ ) : .
- and to get some understanding about the results The interval diagrams (Figsffl may give the

gained in experiments, which are presently con-Vrong impression tha, derived from
ducted by the author at the University of Wupper- -

tal under working titleReliabotix— the combina- E = [1-F (t) dt =?t ¥, (t) dt,, )
0 0

The fault probability functior or cumulative dis-

the time to failure (so-called lifetimd@)TF, which
is a random number,

tion of reliability and robotics.
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has a deterministic character. Note tBathanges its

value every instant of time depending on the result 4
of changing prognoses. t
Applying the maintenance condition of a fixed 0 EE E+M
time to restoration yields the strict implication E+M
< E - E. Figure 1.Interval diagram, grey blocks representing
Er<Br<Br<..oB+M<E TTR(NoteE; andE; are random numbers} is
+M<E-+M<.., 3 fixed)

To simplify the diagrams of complex overlapping
describing the one-failure-at-a-time assumption onconflicts and to avoid denotation noise, stapletkin
the left-hand side of the implication, representing ~ graphs are applied, séegure 2 Please note that

sequence of system failures, and the first-infinst ~ — the left edge of a staple graph represents an esti-
character of the maintenance unit on the right-hand mated value,

side. Both inequations are valid for amysystem - M is a fixed number; however, staple graphs do
scenario. not provide a time-equidistant representation,

The contribution discusses two approaches to the: overlappingTTRs indicating a conflict, but do not
prognosis of failure coincidences in a multi-system mean that more than one system is maintained at

scenario: atime.

— Modelling individual coincidence patterns and
probabilities of defined failure sequences, see |_J
Section 3, J

— Modelling general coincidence probabilities with-
out explicit discussion of failure sequences (per-
mutations), see Section 4. Figure 2.Simplification of Figure 1: Staples are in-

tion within a dynamic environment and supports rea- each
soning what to do in the given case. The second
more general aspect gives quantitative hilhes pro-  Additionally,
active action is required.
E,<Ei<E;+M<E; +M (5)

3. Modelling individual coincidence patterns

This section shows a calculus how to model coinci-must be considered. Then the coincidence probgabilit
dence patterns and probabilities of defined failurepeoinkc Of k = 2 involved andc = 2 conflicting sys-
sequences. The sub-sections show a collection dems yields

single-cluster coincidence patterns, which support

g. reasoning in a multi-scenario context with indi- w t+M

vidually given situations. The objective of thesd®-s Peoin 22 = | T (1) f f,(t") dt”" dt’

sections is to illustrate the “baking” of integrais 0

lated to the given interval diagrams. f,(t) } f,(t") dt” dt’

3.1 Two systemsinvolved , , , ©)
| o B )Rt +M) = Fy(t)) dt

The simplest case of system failure coincidence oc-

curs in a two-system scenario if one system fails d

ing maintenance of the other system. There is for

example

f,t)(F.(t'+M)-F(t"))dt

IR ST TEY PICYRY) E(l e(,11+,12)[ﬂ)
E<E<E +M<E+M (4) "t
(/11 My, 2™ - () + 1) AW )

11
o'—.S o— 38 o'—.S

as shown in the interval diagrafigure 1).

Equations (4) and (5) both describe mutually exclu-
sive system failures sequences, so the + between
both terms in equation (6) is justified.
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If the scenario includas= 2 systems, the probability
for any coincidence involving two components is |_ |

00 t'+M

Pcoin_2-of-n = 22 [ @) [f(t")dt"dt’, (7)

n° 0 ' Figure 4.Coincidences of 3 system failures with
maximum 2-fold overlapping of TR

where the sum ove¥ includes all permutations of

with In case of 3-out-oft systems and® failure se-
| qguences, the probability
I’lK = n (8)
(n—k)! oof ( )t’+Mf ( )t"+Mf ( )
coin_3-of-n =z i' t' i" t" i" tm
3.2. Three systemsinvolved Paonson =5 tj tj (13)
2. Three systems involv dt" dt" dt’

Involving one more systenk & 3) results in two co- holds for any coincidence involving three compo-

incidence patterns following nents.

3.3. Four systemsinvolved
Ei <E<Er<E+M<E- +M<E-+M, (9)
Four systems are involved in the next modelling
(10) steps. The coincidence probabiliptin 4,4 Of four

E:<E<E +M<E-<E +M<E~+M. . . ;
o ' ' ' conflicting systems, refer teigure 5,yields

The coincidence probability..in 33 With ¢ = 3, refer

to Figure 3,yields Pcoin_44 =
t'+M t'+M t'+M
Pcoin 33 = .[f (t") jf"(t) ,[f"'(t ) _ffw(t (14)
taM | THM (11) dt""dt"’dt"dt :
jf t) [fir(t" jfm(t"’)dt"'dt"dt
0 t

Figure 3.Coincidences of 3 system failures with

maximum 3-fold overlapping oF TR Figure 5.Coincidences of 4 system failures with

maximum 4-fold overlapping ofTR

The coincidence probability.in 3, 0f three involved

and two conflicting systems, refer Eigure 4, yields The coincidence probability.i, 4.3 0f three conflict-

ing systems, refer tBigure 6 yields

Pcoin 32 = Do _
4+ M M (12) coin_4,3
f t f t" f tm dtm dtn dt t'+M . t'+M " t"+M "”
[ [0 T foo) The) T T 09
t'+M
dt"" dtlll dt" dt .
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| | pcoin 42 =
| ‘ j f. (t) j f. (t") j f (t"') j fo (t"") (18)
t'+M t"+M
d nn dtI" dt" dt .
Figure 6.Coincidences of 4 system failures with I_J
maximum 3-fold overlapping ofFTR | ‘
The coincidence probabilitge.in 4, Of two conflict-
ing systems, refer tBigure 7, yields
_ Figure 9.Coincidences of 4 system failures with
Peoin_a2 = maximum 2-fold overlapping ofTR
f. (t f(t" fa (t" o (t"") 16 _
I ( ) I ( ) I ®) tJM ( (16) 3.4. k-out-of-n systems involved
dt"" dt” dt" dt’. The probability for ak-out-of-n-system (X k<n)

coincidence is

nX t'

e I t’+M n t"+M m
| | ‘ pcoin_k—of—n = Zk: .[ f|(t) jf| (t ) jf| (t )
0 t"

k=D . .
Jy fw (t®)dt  (19)
@«

. dt" dt" dt’,

Figure 7.Coincidences of 4 system failures with
maximum 2-fold overlapping ofTR

where the sum ove¥ includes all permutations f

The coincidence probabilitgen 43 Of the pattern as Replacing the first upper integral limit (infinityy t
given inFigure 8 ,yields - yields a time-dependent coincident probability func

tion Pcoin k-out-ofn with

Pcoin_43 =

t t'+M
t'+M t"+M t"+M pcoin_k—of—n (t) = Z j fi’(t') J. fi” (t")
jf (t" jfn(t") [ fim(t™) jfw(t"" (17) K 0 v (20)
t'+M ...dt" dt’,
dt"" dtm dt" dt .
which is helpful in reliability-adaptive operatiofihe
function allows calculating, when a given threshold
|_J is exceeded and e. g. component derating has to be

initialised.

3.5. Coincidence per mutations

The staple graph coincidence permutation diagram
(seeFigure 11 shows the permutations of coinci-
dence patterns. This diagram gives an impression of
a 6-system scenario failure coincidence permutation
if single-clusters are considered only.
Figure 9 shows another pattern of four coinciding  The first column showk = 2 coincidences devel-
failures. The assigned probabilityin 42 IS oped forn = 6 systems. The second column involves
a third system introducing two variants of overlap-
ping (refer alsd-igure 3andFigure 4. The third to
the fifth column continues evolving permutations.

Figure 8.Coincidences of 4 system failures with
maximum 3-fold overlapping ofTR
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3.6. Coincidence clusters e e ] |
Failure coincidences &< n systems can occur clus- e ||
ter-wise. Every system in a cluster has an overlap- w
ping TTRto at least one other cluster member. The .Eu
smallest multi-cluster configuration consists otifo

systems with overlappingTR divided into two two- Eﬂl
system clusters as shownRigure 10. e Rl ||
=] |

Figure 10.Coincidences of four system failures in 'Iggu
two cluster .%m

The coincidence probabilitgeoin »+2 Of two involved I Euuﬂl

and two conflicting systems yields

pcoin_2+2 -

o0 "+M

(j f.t) [f, @) dt” dt')
0 t'

o t"+M

.[ fim (t"’) tJ;’ fi”" (t"") dt"" dt"’j %

t"+M

(21) e T

Any type of multi-cluster coincidence can be calcu- .,Eﬂuul

lated analogously.

el

1|

e e T e 21
Al

|

U )

A

Figure 11.Staple graph coincidence permutation

diagram of a 6-system scenario considering single-
clusters
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5.

This section discusses a more general approatieto t The objective of this illustration is to demonstyat
prognosis of failure coincidences. The general prob how the relations between the measure§TR and
ability for a coincidence in am-system scenario MTTF affect the coincidence probabilities and —
serves as a measure if reliability-adaptive opemnati with that — the effectiveness of an RAS approash, a
can be more effective than regular operation. Intui addressed in Section 1.

tively, the probability depends directly on the rum
ber of systems in the scenaripthe pdf of system
failuresf;, and the time to restoratidv.

The time-dependent probability functigoin n
shall quantify the occurrence ahy coincidence in
the interval [0f]. This function supports reasoning in
dynamic environments if a pro-active action has to
be considered or is required, respectively — aptt

To minimise calculation effort, the probability of
non-occurrence is calculated and then inverted.-Non |jm
occurrence of coincidences means that every failurg -«
must occur outside the fixedTR intervals, see

4. Modelling general coincidences [lustration

5.1. Two-system scenario

The simplest case is a two-system scenario, where
the coincidence probability is given by equatioh (6

In case of constant failure rateB|]TTF, = 100,

MTTF, = 80, andTTR = 45 yields to the graph as
given inFigure 13with the limitation value

4
9[e®/16 -

5

[69/20

pcoin_z,z(t) =1- = 039. (23)

Figure 12. The graph describes the following situation: Atdim
t = 0 both system start operation witl(0) = O.
0.4}
oo mm—— t
0 E. EAM E. E+M E, 03
Figure 12.Non-overlapping failure sequencesas 0.2
applied here to calculate the probability that resf.
any) coincidence occurs 0.1}
On a first sketch, the general probability functfon

a coincidence in an-system scenario is 200 400 600 800 1000

Figure 13.Graph of a 2-system coincidence prob-
. . ability function

J' fi” (t") J' fim (t"')
t'+M t"+M

pcoin_n (t) =1- Z|: j fi’ (t')
0 5.2. Four-fold coincidence

[

n n
[nj_l] ft[nl (t[ ]) dt'” (22) Four systems are given in this scenario ViNtTF,
! = 100,MTTF, = 80,MTTF; = 60,MTTF, = 40, and
. dt" dt" dt’, TTR= 45. The graphs of the resulting pdfs are shown
in Figure 14
where the sum ovenl includes all permutations of :
o . : 0.025 |
The non-occurrence of coincidences in the interval ,
betweent = 0 and the first system failure is covered ¢ o
by the n! permutations of failure sequences. This ;
equation applieso as upper integration limit and, 9% :
unfortunately, equals zero. 0.01 -

The equation includes only single system failures
and restorations. Succeeding failures and restoisti
of the same system are not considered here. Aiter t
first failed system has been restored and putdate
vice att' + M again, left sub-intervals of CDF do-
mains of then — 1 remainingand functioning sys-
tems are cut and set to+ M = t,. With that, the pdf
of forward recurrence time has to be discusseten t
framework of alternating renewal processes, rafer t
[22] and to Future Work in Section 7.

209
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Figure 14.Graphs of thé,, f,, f;, andf,
Considering the initial conditionts= 0 andF;(0) = 0
with 4! = 24 permutations result in 24 terms ofreoi

cidence probabilities for a four-fold coincidenseg
Figure 15.
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Figure 15.Graphs of 4! coincidence probabilities

200

terms.

400

Note that the two systems coincidence probabili-
ties as given in [13], [14], [17] correspond wittua-
tion 6.

The properties of t', t*.. t“ and t

Variablest', t* ... tY represent system-individual
time-axes, where is assigned to th&" system.
Variable t represents the calendar time of the sce-
nario and (as a consequence of the integral pregduct
the time axis of the complete ensembile.

Snapshot character

If the approach is embedded in a reliability-adagpti
systems concept, then coincidence probabilitie§, pd
CDF, and estimated values change their values every
instant of time. Again, alE; do not have a determi-
nistic character, e. g. a system may fail direaftgr
restoration. Such an event changes a prognosis com-
pletely; i. e. pdf, CDF, estimated values have a so
called snapshot character, valid at the moment they
were calculated. Thus, the snapshot characterguts
lot of uncertainty into the model.

The limiting value of approximately 1.88™° (refer
to Figure 16 indicates that a 4-fold coincidence has
no significant influence on the scenario operation.

Applicability

1.5
1547

10°
10"

10

10

The applicability is addressed to swarm, fleet, or
groups of independent operating systems. The ap-
proach is especially tailored to swarm roboticstas

complies with the requirements postulated by Sahin

1.52°10°%°

Lo 100 150 200 250 300 h
1.48° 10°
1.46 " 10
1.44°10°%°

1.42°10°%°

-10

Figure 16.Graph of a 4-system coincidence prob-
ability function

6. Somenotes

Modelling

It should be noted that convolution approaches as
applied in modelling standby configurations (cold
redundancies, cold spare) may not be confused with
the application of Matryoshka-like integral prodact
as shown in this contribution. The author woulelik -
to give a hint on the work of Schneeweiss [22] on
Renewal Processes for Reliability Modelirigspe-
cially the minimal digest for practical work (Chapt

9) is very helpful in application. The advice orgpa
154 addresses the “baking” of multiple integralsrov

& Spears [21]:

Large Number

The approach is applicable to large robotic
swarms if the number of maintenance units is
smaller than the number of robots.

Homogeneity

The requirement for few homogeneous groups of
robots within a swarm supports the RAS applica-
bility: Performance diagnosis and reliability
prognosis are easier to compare and it is easier to
estimate the characteristics.

Simplicity and incapability

It is required that the robots should be relatively
simple and incapable so that the tackled tasks re-
quire the cooperation of the individual robots.
(This requirement does not have an effect on the
reliability-adaptive operation.)

Sensing and communication abilities

The robots should only have localised and limited
sensing and communication abilities. Here, it is
required that each robot transmits instantaneous
performance characteristics and that it receives
performance command values.

products of pdfs, which is applied here. Additional Moreover, classical applications as booking wharves

fundamentals can be found in [23].

in harbour or air traffic control operation can -

ported by this approach. The results are helpful
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- to make a proper predictive maintenance policyHowever, the probability that a system with an expo

for the maintenance unit, nential CDF fails beford&; is ~63%. ApplyingE; is
- to make a proper predictive operation and mainJust an assumption, whereas the effectivenessdtas n
tenance policy for every individual system, been proven yet, but shall be discussed in a furthe
— and for the complete swarm in the scenario. approach and shall be validated Bgliabotix ex-

Again, it should be emphasised that the value ef th periments as presently conducted. (Note that it may
(mean) time to restoration should not be negligiblebe helpful to have a look on maintenance strategies
against the mean time to failure in terms of thmnu Of streetlights.) Summarising, the following ques-
ber of systems involved in the scenario. Otherwisetions are still open:

reliability-adaptive operation is not effective er — A system does not exactly fail at tink Thus,

even worse — counterproductive compared to regular the ranking of systems in maintenance booking

operation. changes more frequently with higherDoes any
Presently, experiments are conducted at the Uni- discrepancy occur after re-arranging the ranking,

versity of Wuppertal under working titiReliabotix e. g. oscillating system performances?

to validate the results of this approach and tonsho — Does the change of ranking in combination with

the applicability as addressed above. the snapshot character have a significant influence

on the effectiveness of RAS approaches?
7. Conclusions Finally, the assumptions as given in the introdurcti

. L . . are easy to justify. But the assumptions on single
A multi-system scenario including dynamically op- qystem failures and restorations; and Brrequire
erating systems in a dynamic environment is a Ver har work

interesting and appealing approach to proof the ef-

fectwgngs_s of rellaplllty-adaptlve systems. Theeco References
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measure

p probability (measure)
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