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Data 2, Data 3, Data 4, Data 5, Data 6, Data 7,
Data 8 and Data 9 sets. When the number of grid
cells is specified by the new method, the GBCN al-
gorithm is used to cluster the artificial datasets. Fig-
ure 7 shows the results of the algorithm, where each
cluster is marked with different signs. It should
be noted that despite the fact that the differences
of distances and shapes between clusters are sig-
nificant, all the datasets are clustered correctly by
the clustering algorithm. Moreover, the data ele-
ments classified as the noise are marked with a cir-
cle, and their number is small in all the datasets.
Table 2 presents detailed information about the re-
sults of experiments conducted with the use of the
GBCN algorithm. The table shows the number of
used intervals, the number of received clusters, and
the number of the noise elements for individual data
sets. Generally, only one parameter must be calcu-
lated for this algorithm, i.e. the number of intervals
and it is calculated automatically. On the other
hand, the well-known CLIQUE algorithm was used
in experiments on these artificial datasets and it re-
quired two input parameters, i.e. the number of
intervals and the density threshold. In this case, the
calculation of the parameters is not easy. Table 3
presents the results of clustering for the CLIQUE
algorithm, and the parameters which were deter-
mined experimentally.

5 Conclusions

In this paper, a new grid-based algorithm GBCN
is proposed. This algorithm uses input parameters.,
i.e. the number of intervals and the minimal num-
ber of elements in clusters. The first parameter is
determined automatically, i.e by the kdist function,
which computes the distance between each element
of a dataset and its kth nearest neighbor. The dis-
tances are used to calculate the size of the intervals
for each dimensional data and then make it possi-
ble to determine the right number of grid cells. The
next parameter defines the minimal number of ele-
ments in clusters and it is equal to 5. It should be
noted that such value is very often used by the DB-
SCAN algorithm. In the conducted experiments,
several 2-dimensional datasets were used in which
the number of clusters, sizes, and shapes varied
within a wide range. From the perspective of the
conducted experiments, this new grid-based algo-

rithm and the method of determining the number of
intervals are very useful. All the presented results
confirm the high efficiency of the newly proposed
approach.
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[7] Fränti P., Rezaei M., Zhao Q.: Centroid index:
Cluster level similarity measure. Pattern Recogni-
tion, Vol. 47, Issue 9, pp. 3034-3045 (2014).

[8] Gabryel M.: Data Analysis Algorithm for Click
Fraud Recognition. Communications in Computer
and Information Science, Vol 920, pp.437-446
(2018).

[9] Gan J. , Tao Y.: Dbscan revisited: mis-claim, un-
fixability, and approximation. SIGMOD (2015).

DECISION MAKING SUPPORT SYSTEM FOR MANAGING
ADVERTISERS BY AD FRAUD DETECTION

Marcin Gabryel1,∗, Magdalena M. Scherer2, Łukasz Sułkowski3,4,5, Robertas Damaševičius6
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Abstract

Efficient lead management allows substantially enhancing online channel marketing pro-
grams. In the paper, we classify website traffic into human- and bot-origin ones. We use
feedforward neural networks with embedding layers. Moreover, we use one-hot encod-
ing for categorical data. The data of mouse clicks come from seven large retail stores
and the data of lead classification from three financial institutions. The data are collected
by a JavaScript code embedded into HTML pages. The three proposed models achieved
relatively high accuracy in detecting artificially generated traffic.
Keywords: lead management, feedforward neural networks, embedding, online market-
ing

1 Introduction

The Internet advertising system consists of: (1)
publishers (provide resources for advertising traf-
fic), (2) advertisers buying traffic to deliver adver-
tisements to recipients, (3) intermediaries (affiliate
networks, media houses, programmatic platforms).
Publishers both provide and generate the traffic. In
other words, a user’s visit to a publisher’s website
enables one or more advertisements to be displayed
to that user. Thus, the publisher may sell this possi-
bility to those advertisers who are interested in dis-
playing their ads. Most often this is done through
an intermediary in the form of an affiliate network.

Unfortunately, to increase revenues, the parties may
use unethical activities. For example, some ad-
vertisers may exhaust their competitors’ market-
ing budgets through a carefully conducted abuse.
Similarly, some publishers generate various traps
which are meant to lure users to browse or click
ads about products that users are not actually in-
terested in. Affiliate networks, on the other hand,
do not react to irregular clicking behaviour hop-
ing to earn commissions. In some circumstances,
malicious advertisers as well as publishers become
fraudsters. In the commonly used different pricing
models, despite different security measures, fraud-
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sters are constantly trying to introduce new types of
fraud using display, click or action-based scams.

One of the main types of crime and frauds on-
line (adfrauds, frauds) has become in the last few
years the so-called traffic scams – page views or
click fraud, which consist in increasing revenues
from online advertising by automatically generat-
ing artificial page views, clicks or web forms. This
practice brings real (and relatively easy to obtain)
income or profit as a result of losses of competing
companies. On a global scale, adfrauds are caus-
ing multi-billion losses in the advertising industry.
Adfraud activities may be carried out by:

1. Publishers billed in the model for the effect.
This model can take, for example, a form of
“cost per click” (CPC), “cost per thousand”
(CPM), or “cost per lead” (CPL). A lead is a
potential customer data. The most common
frauds in online advertising are related to per-
formance advertising, i.e. billed for the volume
of clicks on the advertisement. In addition to
“clicking ads”, the effects of dishonest publish-
ers may also be fraud leads, i.e. completing web
forms with incorrect or false data, and in ex-
treme cases, even fictitious sales resulting in the
payment of an unjustified commission and loss
of time for the advertiser to handle the order.

2. Intermediaries, offering support for marketing
activities for advertisers, e.g. affiliate partners,
owners of websites and comparison websites.
Fraudulent activities include artificial generation
of clicks or leads, generating worthless clicks
or leads, “clicking” ads, entering false data in
web forms, automatic completion of applica-
tions without the knowledge of the person con-
cerned, creating websites generating additional
clicks, and even creating special algorithms and
bots.

3. Competition – striving to build a position for its
ads or lower the cost per click by clicking on its
competitor’s ads (activities consuming the ad-
vertising budget, not bringing the expected sales
results, as a result limiting the scale of the com-
petitors’ advertising campaign).

According to [4], the global costs of fraud ac-
tivities are estimated between USD 6.5 and 19 bil-
lion (it is difficult to determine the exact scale of the

phenomenon due to the lack of precise data). These
types of unfair practices result in ineffective bud-
get allocation for online campaigns. However, re-
search predicts that artificial intelligence, machine
learning and big data technologies will be key solu-
tions in minimizing losses caused by fraud, thanks
to the ability to analyze the huge amounts of data
generated from advertising activities. AI-powered
platforms will account for 74% of total online and
mobile advertising spending by 2022. However, as
artificial intelligence becomes saturated, only plat-
forms with the most effective algorithms will be
able to guarantee effective ad protection. Accord-
ing to research, these platforms will have to focus
on new data sources to improve the proficiency of
artificial intelligence algorithms [10]. The financial
sector is one of the most attacked – every fourth ad-
vertiser is a victim of ad fraud – right behind the
gambling industry and airlines [8].

The work presents two deep neural network-
based classifiers with the aim to:

– evaluation of internet traffic and making a deci-
sion about the presence of a human or bot on the
website for the CPC and CPM billing models,
i.e. so-called monitoring of clicks. This traffic
occurs when the user moves from clicking on an
advertisement on the publisher’s website to the
advertiser’s website.

– assessment of human or bot behaviour on the
website in order to secure the website forms in
the CPS and CPA billing model that is so-called
lead monitoring. In this case, traffic goes from
the publisher to the advertiser’s website in or-
der to fill out the application form (i.e. acquire a
lead).

We use data downloaded from the client’s
website, generated after the user or bot access
it. Data such as browser and device parame-
ters, mouse pointer behaviour, keystrokes, page
scrolling, screen touch position, etc., are collected
using a JavaScript script included in the website’s
HTML code. The code is designed to retrieve infor-
mation about the browser and device, leave a trace
for later identification and track user behaviour. The
task of the classifier is to return the probability value
that will allow managing the obtained lead in order
to better queue tasks related to its service (trans-
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fer to the call centre for verification, transfer to the
sales department to handle the service request, etc.).

This paper is organized as follows. Section
2 presents the current state of the art on internet
frauds. Section 3 describes the classifier models
used during in the paper. The course of experimen-
tal research can be found in Section 4. Section 5
concludes the paper and offers suggestions for fu-
ture work.

2 Related works

Detecting fraud in the Internet advertising in-
dustry is one of the challenges that can be success-
fully solved using machine learning. The literature,
however, almost lacks practical works on detecting
computer programs (bots) that perform abuses re-
lated to generating artificial Internet traffic, relying
only on data downloaded from a website. One of
the most interesting comprehensive descriptions of
these issues can be found in [14]. However, this
study is limited to cataloguing threats, not mention-
ing the methods of counteracting them. Neverthe-
less, solutions that detect various bots by analyzing
the webserver event log (e.g. [6]), requiring modi-
fication of the application or redirection of all traf-
fic, are quite popular. Despite the declared effec-
tiveness of these methods, the possibility of their
practical application is negligible. Access to the in-
formation required by these solutions and modifica-
tions to the computer systems of website owners are
challenging to carry out or require time and addi-
tional financial outlays, which usually discourages
the use of such solutions. Therefore, the scope of
research was assumed to be limited only to moni-
toring user behaviour on the website on the browser
side. In [7] the behaviour of bots clicking on ad-
vertisements on web pages is analysed. The data
comes from advertising systems offered by Google,
Facebook, LinkedIn and Yahoo. In [11] botnets or
DDoS attacks are identified by analyzing log files
from WWW servers. Botnets are interconnected
compromised machines that are used to perform
attacks or filling web forms [12]. It is believed
that even 16-25% machines are part of botnets [1].
One of the methods for detecting bots is presented
in citesoniya2016detection where randomized bot
command and control traffic is detected at an early
stage. In [3] botnet-related traffic is identified by

using similarity measures and periodic characteris-
tics of botnets.

Classification is one of the functions success-
fully performed by feedforward neural networks
(perceptron networks). Perceptron networks are the
most effective model for analyzing large amounts
of data stored in a tabular form. However, the
most challenging task is the selection of the net-
work structure and the selection of the network hy-
perparameter values. Another difficulty is that in
our data, there are no labels identifying the sam-
ple as “bot” / “non-human” or “human”. Therefore,
we used the data with information on sales effec-
tiveness and/or information obtained from external
sources (Google Captcha v3).

3 Decision-making Support system

As part of the research, we developed two mod-
els to classify data obtained from a website for the
purpose of identifying human or program (bot) gen-
erated traffic. The models will be slightly different
from each other because they relate to two different
methods of customer financial billing: 1) a model
for monitoring clicks and 2) a model for monitoring
leads. In the first case, the emphasis of the analysis
of human-bot behaviour is put on the very process
of opening the page, the time spent on the page and
the behaviour on the page (mainly the behaviour of
the mouse pointer). In the second case, the pro-
cess of filling in a web form takes place and, first
of all, this process is examined (examination of the
method of filling in the form by the user, includ-
ing the analysis of the sequence of pressed keys and
their combinations).

The method analyzes data collected during
clicking on advertisements and price comparison
engines. Its outcome says if the behaviour on the
website is natural, generated by a human or gen-
erated artificially by a computer program (bot). A
data flow diagram is presented in Figure 1. The ser-
vice and database belong to the system monitoring
and data collecting module. The monitoring also
provides a dedicated Javascript code for the adver-
tiser, which allows data to be collected on its web-
site.

After clicking an advert on a publisher’s web-
site, the advertiser’s website opens, and a script
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Figure 1. Data flow diagram for fraud click/leads analysis.

monitoring the client’s behaviour is launched. The
behaviour-related data are stored in a database and
used in the paper.

The data collected during the user’s visit to
the monitored website are of two types: floating-
point numbers and categorical data. The neural net-
work is naturally adapted to work with floating-
point numbers, so the problem arises in the case
of categorical data. In such cases, the simplest
method is to use one-hot encoding, where the neu-
ral network for each parameter has as many inputs
as there are available categories. In other words,
each category has its own input. Zeros are given
for inputs, except for the input corresponding to a
given category, then one is given there. This cod-
ing method was used in the first network model
presented in Figure 2. It is a multilayer percep-
tron model consisting of two hidden layers, and the
output is calculated by the softmax function. The
learning set is X = {x1,x2, . . . ,xN} ∈ Rm where xi

is the m-dimensional feature vector, and the set of
categories is D = {d1,d2, . . . ,dN} ∈ Ω, set of labels
Ω = {0,1,2}, N – the number of samples. We use
multilayer perceptron which can be presented as a
function

y = f ∗(x,Θ) (1)

where the input vector x is mapped to the output
vector y, and Θ is the set of parameters that best
approximates the function. A single k multilayer
perceptron layer takes the following form

fk (x,Θ) = s(Wx+b) (2)

where Θ is set {W,b}, and s(·) is the adopted acti-

vation function. In our model, s(·) is the ReLU [5]
function

s(t) = max{1,2} (3)

The described model consists of two layers, so the
function (1) takes the form:

y = f ∗ (x,Θ)= f 2( f 1 (x,Θ1) ,Θ2) (4)

where Θ1 and Θ2 are parameters of, respectively,
the first {W1,b1} and the second layer {W2,b2},
W1 ∈ Rm×n1 , b1 ∈ Rn1 , W2 ∈ Rn1×n2 , b2 ∈ Rn2 , n1
and n2 is the number of neurons in the first and sec-
ond layer, respectively. The goal of the multilayer
perceptron training is to minimize the difference be-
tween the obtained output of the entire yi network
and the expected output of di. For this purpose, the
loss function is calculated according to the follow-
ing formula

L(di,yi) = ∥di − yi∥2 (5)

The aim of training is to find the optimal values of
Θ1 and Θ2 parameters that minimize the error be-
tween the obtained output and the obtained value
for the entire training set

Θ1,Θ2 = argmin
Θ1,Θ2

L(d,y) (6)

There are three outputs from the network, each re-
sponsible for one of the Ω classes. For the consid-
ered category, value one should appear at the net-
work output. Therefore, at the network output, the
softmax [2] function was used, which takes the fol-
lowing form for each of the k outputs

s(t)k =
etk

∑m
j=1 et j

(7)
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Figure 1. Data flow diagram for fraud click/leads analysis.
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where t ∈ R3, and t j is jth element of vector t. For
softmax, the loss function L(di,yi) is computed by
the categorical cross-entropy

L(di,yi) =−
m

∑
j=1

di jlog(yi j) (8)

where m is the number of outputs (categories).

Figure 2. Multilayer perceptron network with
one-hot encoded input data.

Model 2 uses embedding layers. Embedding is
a mapping of separate categories (such as words)
into vectors of real numbers. The rationale behind
embedding is that machine learning using general
patterns of locations and distances between vec-
tors will find certain relationships between the cat-
egories. The network diagram is presented in Fig-
ure 3. The network approximates the function

f ∗ (xr,xc,Θ) =

f 3( f 2({ f 1(xr,Θ1),e1(xc1,Θc1), . . . , (9)

enc (xcnc ,Θcnc)} ,Θ2),Θ3)

where xr are continuous parameters (floating point)
fed to the network input, xc ∈ {xc1, . . .xcnc} are cat-
egorical variables, nc is the number of categorical
variables, ek (xck,Θck) the result of embedding layer
for kth variable xck, Θck is the set of weights {Wek}
for categorical variable k, Wek ∈ Rne , ne is the num-
ber of neurons for every categorical variable k. Pa-
rameters Θ1, Θ2 and Θ3 are sets of weights for suc-
cessive layers of the neural network. The results
are returned similarly to the previous model by the
softmax function.

Model 3 in its structure is identical to Model 2,
except that the process of training the neural net-

work is performed differently. First, all embedding
layers are trained. The neural network model is
shown in Figure 4. Only the xc categorical vari-
ables are fed into the network. The network con-
sists of one layer and its purpose is to approximate
the function

f ∗ (xc,Θ) =

f 1 ({e1 (xc1,Θc1) , . . . ,enc (xcnc ,Θcnc)
}
,Θ1

)
(10)

where successive variables have the same notation
as in Model 2. In the next training step, the em-
bedding layers are transferred to a network with a
structure identical to Model 2. The whole model is
trained again, but the parameters (weights) of the
embedding layers are fixed and no longer trained.

Figure 3. A multilayer perceptron network with
one-hot encoded input data.

Figure 4. Embedding layer training.

4 Experiments

The experiments were carried out on two data
sets:

– Monitoring of mouse clicks – the dataset con-
tains data of 300,000 individual visits to the
websites of seven online stores. The data was
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obtained from the monitored website after click-
ing on the advertisement. The data has three la-
bels: ’ok’ - the input is correct and was made
by a human, ’fake’ - the input was most likely
made by a bot program or unfair competition,
and ’undecided’ - the data is most often incom-
plete. Incomplete values are substituted with a
default value and new input is created for a one-
hot encoded set of inputs. The labels were ob-
tained on the basis of sales and additionally as-
sessed by an expert.

– Lead monitoring – the dataset contains data from
three financial institutions from 263,000 individ-
ual visits to the website with the web form in
order to fill in the data necessary to obtain a
lead (interest in a loan, credit, etc.). The data
has three labels: ’ok’, ’fake’ – the labels have
a similar meaning as in monitoring clicks and
’copy’ – the data is most likely copied from an-
other database and automatically pasted into the
form. The assessment was made on the basis of
the sales obtained and additionally assessed by
an expert.

The data is collected by a JavaScript code installed
on the advertiser’s website. All publicly available
information that can be obtained from the browser
is collected. The most important downloaded data
include the following:

– For monitoring clicks: date and time of entry,
source (where the traffic came from, which ad-
vertisements came from), identifier of the mon-
itored website, type of the operating system
and the browser, information whether the op-
erating system, browser, or set languages were
not counterfeited, whether mouse movements
or screen scrolling were performed, information
about the Internet provider, whether the con-
nection was made through a proxy, the type of
IP number (hosting, proxy, VPN, Tor network,
botnet – information from an external source),
whether there was a sale, whether the parameters
provided by JavaScript are correct for a given
browser type and are not counterfeited. In ad-
dition, information about the user’s behavior is
also taken into account: the number of visits to
the page, the area where the mouse moved, the
number of page scrolls, the number of unique

mouse points indicated, the number of pressed
keys.

– For monitoring leads: date and time of entry,
source (where the traffic came from, what ad-
vertisements came from), identifier of the mon-
itored website, type of operating system and
browser, information whether the operating sys-
tem, browser, set languages were not coun-
terfeited, whether mouse movements or screen
scrolling were performed, information about the
Internet provider, whether the connection was
made through a proxy, the type of IP num-
ber (hosting, proxy, VPN, Tor network, botnet),
whether there was a sale, whether the param-
eters returned by JavaScript are correct for a
given browser type and the information about
the browser has not been counterfeited.

In addition, information about the website
user’s behaviour is also taken into account: the
number of visits to the website, the area in which
the mouse moved, the number of page scrolls, the
number of unique mouse points indicated, the num-
ber of pressed keys, the number of clicks with the
left, middle and right mouse buttons, the number of
pages remembered in the history, the number of text
fields on the page, the number of pasted words from
the clipboard, the number of text fields clicked, the
number of passes between text fields on the page
with the Tab key, the number of all controls in the
form necessary to fill, the number of changed val-
ues in the controls, number of texts changed during
editing, number of fields filled with no key pressed,
number of fields filled very quickly (time is mea-
sured in ms).

In the experiments, three different models of
neural networks described in Section 3 were tested:

– Model 1 – model of a multilayer perceptron net-
work, where one-hot encoded categorical data
and other variables in the form of real numbers
are provided as inputs. The network has two
hidden layers, the ReLU activation function, and
the Softmax function at the output. The network
diagram is shown in Figure 2. The investigated
network structure has the following parameters:
n1 = 10 and n2 = 5. Due to one-hot encoding,
the number of network inputs is m = 199.

– Model 2 – a multi-layer network model, where
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obtained from the monitored website after click-
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bels: ’ok’ - the input is correct and was made
by a human, ’fake’ - the input was most likely
made by a bot program or unfair competition,
and ’undecided’ - the data is most often incom-
plete. Incomplete values are substituted with a
default value and new input is created for a one-
hot encoded set of inputs. The labels were ob-
tained on the basis of sales and additionally as-
sessed by an expert.
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order to fill in the data necessary to obtain a
lead (interest in a loan, credit, etc.). The data
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’copy’ – the data is most likely copied from an-
other database and automatically pasted into the
form. The assessment was made on the basis of
the sales obtained and additionally assessed by
an expert.

The data is collected by a JavaScript code installed
on the advertiser’s website. All publicly available
information that can be obtained from the browser
is collected. The most important downloaded data
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source (where the traffic came from, which ad-
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itored website, type of the operating system
and the browser, information whether the op-
erating system, browser, or set languages were
not counterfeited, whether mouse movements
or screen scrolling were performed, information
about the Internet provider, whether the con-
nection was made through a proxy, the type of
IP number (hosting, proxy, VPN, Tor network,
botnet – information from an external source),
whether there was a sale, whether the parameters
provided by JavaScript are correct for a given
browser type and are not counterfeited. In ad-
dition, information about the user’s behavior is
also taken into account: the number of visits to
the page, the area where the mouse moved, the
number of page scrolls, the number of unique

mouse points indicated, the number of pressed
keys.

– For monitoring leads: date and time of entry,
source (where the traffic came from, what ad-
vertisements came from), identifier of the mon-
itored website, type of operating system and
browser, information whether the operating sys-
tem, browser, set languages were not coun-
terfeited, whether mouse movements or screen
scrolling were performed, information about the
Internet provider, whether the connection was
made through a proxy, the type of IP num-
ber (hosting, proxy, VPN, Tor network, botnet),
whether there was a sale, whether the param-
eters returned by JavaScript are correct for a
given browser type and the information about
the browser has not been counterfeited.

In addition, information about the website
user’s behaviour is also taken into account: the
number of visits to the website, the area in which
the mouse moved, the number of page scrolls, the
number of unique mouse points indicated, the num-
ber of pressed keys, the number of clicks with the
left, middle and right mouse buttons, the number of
pages remembered in the history, the number of text
fields on the page, the number of pasted words from
the clipboard, the number of text fields clicked, the
number of passes between text fields on the page
with the Tab key, the number of all controls in the
form necessary to fill, the number of changed val-
ues in the controls, number of texts changed during
editing, number of fields filled with no key pressed,
number of fields filled very quickly (time is mea-
sured in ms).

In the experiments, three different models of
neural networks described in Section 3 were tested:

– Model 1 – model of a multilayer perceptron net-
work, where one-hot encoded categorical data
and other variables in the form of real numbers
are provided as inputs. The network has two
hidden layers, the ReLU activation function, and
the Softmax function at the output. The network
diagram is shown in Figure 2. The investigated
network structure has the following parameters:
n1 = 10 and n2 = 5. Due to one-hot encoding,
the number of network inputs is m = 199.

– Model 2 – a multi-layer network model, where
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categorical data is fed to the embedding layers,
and data that are real numbers are fed to a sepa-
rate hidden layer. Both signals are transferred to
two successive hidden layers, similar to Model
1. The network diagram is shown in Figure 3.
The parameters of the network under study are
as follows: the number of neurons in the sub-
sequent layers of the network: n1 = 5, n2 = 10,
n3 = 5, the number of neurons for each category
in embedding layers ne = 2, the number of net-
work inputs m = 6.

– Model 3 – similar to Model 2, the weights of
which are trained in a different way. The weights
of embedding layers are trained first. For this
purpose, a special neural network with one hid-
den layer is prepared, shown in Figure 4. After
training, the weights are transferred to the Model
2 and the network is trained with these weights
values unchanged. The network parameters are
the same as in Model 2.

Each network has three outputs corresponding to
three data labels: ’ok’, ’fake’ and ’undecided’ for
the data from monitoring clicks, and ’ok’, ’fake’
and ’copy’ for the data from monitoring leads. A se-
ries of ten training sessions was conducted for each
of the models. The models were trained with data
derived from monitoring clicks and leads, previ-
ously adjusting the appropriate number of network
inputs for each case. Accuracy, precision and recall
were used to evaluate the effectiveness of the tests
[9]. Accuracy is the degree of closeness of mea-
surements of a quantity to that quantity’s true value

accuracy =
t p+ tn

t p+ tn+ f p+ f n
(11)

Precision is the ratio of the number of correctly
classified cases to the total number of irrelevant and
relevant cases classified

precision =
t p

t p+ f p
(12)

and recall is the ratio between the number of data
that are correctly classified to the total number of
positive data

recall =
t p

t p+ f n
(13)

where t p – true positive, tn – false positive, f p –
false positive, f n – false negative and they can be

derived from the confusion matrix [9]. The param-
eter which combines the above two parameters is
F1 score that it is the harmonic mean of precision
and recall

F1 =
2 · precision · recall
precision+ recall

(14)

Tables 1 and 2 show, respectively: average results
from ten training trials of three models for click
monitoring data, the best results obtained during
this training. Tables 3 and 4 present the average
results obtained from ten attempts to train systems
on the data obtained from lead monitoring for three
different models and the best results obtained.

When scrutinizing the best results obtained, it
can be noticed that Models 2 and 3 are compara-
ble with each other in terms of learning efficiency.
Model 1 clearly gives worse results. It is worth not-
ing; however, that Model 3 showed a much better
reproducibility of the results during learning. For
practical applications, where a system of this type
would be trained regularly with new data, Model 3
would require much less repetition of learning in the
case of unsatisfactory results, which would translate
into the speed of learning and implementation of the
new model into production.

Table 1. Average results obtained for ten attempts
to train neural networks for the problem of

monitoring clicks.

Model Acc Prec Rec F1
1 train 0.898 0.89 0.90 0.87

test 0.897 0.89 0.90 0.87
2 train 0.77 0.66 0.77 0.69

test 0.78 0.66 0.77 0.69
3 train 0.95 0.93 0.95 0.94

test 0.95 0.93 0.95 0.94

Table 2. The best results obtained during ten
attempts to train neural networks for the problem

of monitoring clicks.

Model Acc Prec Recall F1
1 train 0.975 0.974 0.975 0.974

test 0.977 0.977 0.977 0.977
2 train 0.987 0.987 0.987 0.987

test 0.986 0.987 0.986 0.986
3 train 0.987 0.987 0.987 0.987

test 0.986 0.986 0.986 0.986
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Table 3. Average results obtained for ten attempts
to train neural networks for the problem of lead

monitoring.

Model Acc Prec Recall F1
1 train 0.879 0.859 0.879 0.860

test 0.879 0.860 0.879 0.860
2 train 0.822 0.725 0.822 0.760

test 0.822 0.725 0.822 0.760
3 train 0.956 0.937 0.956 0.943

test 0.956 0.937 0.956 0.943

Table 4. The best results obtained during ten
attempts to train neural networks for the problem

of lead monitoring.

Model Acc Prec Recall F1
1 train 0.974 0.974 0.974 0.974

test 0.975 0.9754 0.975 0.975
2 train 0.995 0.995 0.995 0.995

test 0.995 0.995 0.995 0.995
3 train 0.995 0.995 0.995 0.995

test 0.995 0.995 0.995 0.995

5 Conclusion

In the paper, six neural network models pre-
pared for the classification of network traffic re-
lated to Internet advertising were developed, pre-
sented and tested. The models were trained with
real data obtained from 11 large websites – large
Polish e-stores and financial institutions. The pre-
sented research may become the basis for conduct-
ing intelligent protection against artificially gener-
ated internet traffic, in particular against internet
bots, virtual machines generating artificial clicks,
click farms, fraudsters (fraudsters generating artifi-
cial clicks) and abuses related to repeated filling of
applications by bots on websites (fraud leads). They
can also contribute to the proper management of ad-
vertising expenses, be the basis for making com-
plaints, blocking inappropriate visits to the website
or queuing tasks related to handling leads. Worse
leads, classified as artificially generated (bot), could
be moved to the very end of the queue. Then, valu-
able leads could be handled with priority.
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In the paper, six neural network models pre-
pared for the classification of network traffic re-
lated to Internet advertising were developed, pre-
sented and tested. The models were trained with
real data obtained from 11 large websites – large
Polish e-stores and financial institutions. The pre-
sented research may become the basis for conduct-
ing intelligent protection against artificially gener-
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cial clicks) and abuses related to repeated filling of
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can also contribute to the proper management of ad-
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leads, classified as artificially generated (bot), could
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