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Abstract: This paper presents a new modified method for the synthesis of non-uniform 
linear antenna arrays. Based on the recently developed invasive weeds optimization 
technique (IWO), the modified invasive weeds optimization method (MIWO) uses the 
mutation process for the calculation of standard deviation (SD). Since the good choice of 
SD is particularly important in such algorithm, MIWO uses new values of this parameter 
to optimize the spacing between the array elements, which can improve the overall 
efficiency of the classical IWO method in terms of side lobe level (SLL) suppression and 
nulls control. Numerical examples are presented and compared to the existing array 
designs found in the literature, such as ant colony optimization (ACO), particle swarm 
optimization (PSO), and comprehensive learning PSO (CLPSO). Results show that 
MIWO method can be a good alternative in the design of non-uniform linear antenna 
array. 
Key words: invasive weeds optimization, non uniform linear array, optimization, syn-
thesis 

 
 

1. Introduction 
 
 The recent advances in wireless communications require networks with enhanced charac-
teristics such as capacity, quality and coverage. Whatever its complexity, a single element an-
tenna is unable to fit with current constraints, but some of these limitations could be overcome 
by the design of antenna arrays. For the base station in mobile telecommunications, the most 
commonly used topology is the uniform linear array [1]. Moreover, in the last decade, many 
researches have been done in the field of non-uniform linear array. The aim is to fit with new 
requirements in radiation characteristics by designing the spacing between elements. The prin-
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cipal requirements to be satisfied are minimum side lobe level (SLL) [2-3], nulls towards 
interfered directions [4], patterns shape [5], and interference reduction capability [6]. 
 Since the classical synthesis methods often fall in local optima, many stochastic methods 
have been employed for the design of non-uniform linear antenna array. Among the most re-
cent and powerful algorithms which have been successfully used, one has noticed: neural net-
works [7], genetic algorithm (GA) [8-10], modified least mean square algorithm (MLMS) 
[11], ant colony optimization (ACO) [12-13], particle swarm optimization (PSO) [14-16], 
comprehensive learning PSO (CLPSO) [17], and  cat swarm optimization [18]. 
 In [19], Mehrabian and Lucas proposed a new algorithm based on the ecological behavior 
of colonizing weeds, known as invasive weeds optimization (IWO). Among all stochastic 
methods, the IWO has emerged as a powerful optimization method and has been successfully 
applied to solve many electromagnetic problems. 
 In the last few years, IWO has been used for the design of linear arrays [20-21], circular 
arrays [22], time modulated linear arrays [23], and adaptive beam-forming [24]. Mainly, the 
IWO method has been used for real continuous problems, but a binary version has also been 
applied [25]. Recently, a developed hybrid IWO with iterative Fourier technique (IWO-IFT) 
has been also proposed for the synthesis of a large planar thinned array [26]. Some other hy-
brid versions of IWO are also applied to the design of antenna arrays in [27-30]. In the same 
way, a discrete IWO (DIWO) has been developed for cooperative multiple task assignment of 
unmanned aerial vehicles [31]. 
 In this paper, a new modified version of IWO, referred as MIWO, is presented for the 
design of non-uniform linear array with optimized performance with respect to SLL and nulls 
control. All the steps in our proposed MIWO are the same as the standard IWO except the 
reproduction process. The procedure of reproduction is based on a new dispersal technique as 
follows. For each iteration index, a random number is generated and compared to a fixed num-
ber called probability of mutation (Pm). If the generated number is greater than Pm, the algo-
rithm will replace the value of the calculated standard deviation (SD) of the actual iteration by 
its initial value (SD of the first iteration). This mutation allows a larger dispersion of seeds 
around the parent plant in the IWO process, thus, avoiding local minima. To illustrate the per-
formance of the proposed algorithm, a comparison is presented with the state-of-the-art opti-
mization algorithms such ACO, PSO, CLPSO, and standard IWO. Accordingly, existing ar-
rays designs found in the literature involving 10, 26, 28, and 32 elements arrays are calculated 
and compared. This comparison reflects the superiority of our proposed algorithm in terms of 
convergence speed and accuracy for most designs. 
 
 

2. Antenna array model  
 
 Assuming that a 2N-element linear array is symmetric with respect to its center, placed 
along x axis as shown in Figure 1. Mathematically, the Array Factor (AF) is given by  
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where k = 2π/λ, λ is the wavelength, θ is the measured angle from the axis of the array and θ0 
is the scanned angle. In represents the current excitation (amplitude and phase excitation) of 
the nth element on each side of the array and dn is the separation between the (n + 1) th and nth 
element in the array. 
 Let us assume that the linear array under investigation is a broadside (θ0 = 90°) and all 
elements have the same current excitation (In = 1). The expression of AF will be simplified to  
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Fig. 1. The geometry of 2N element symmetric linear array of isotropic sources positioned along x axis 

 
 In our study, by varying the separation dn between the elements, the characteristics of the 
array factor will be controlled during the design process. When the separation inter-element in 
an array is reduced, the mutual coupling affects, strongly, the different radiation characteris-
tics. To overcome the effect of mutual coupling, the distance of inter-elements must be greater 
than 0.25λ.   
 The last equation of AF is used to find the optimal locations xn of the array elements that 
minimize the SLL, while maintaining the width of the main beam equal or less than those of 
the equidistant array. 
 For that, the cost function of these requirements is given by [17]  
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where x is the vector of the locations of the elements, S is the space spanned by the angle υ 
excluding the main beam. BWc and BWd denote the calculated and desired beamwidth, re-
spectively. Ξ is a very large number. 
 The relation between the separation dn and the location xn is given by  
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In [16], a null control towards specified directions will be added. The cost function will be  
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where K is the number of nulls on each side, υk is the direction of kth null. Δυm is the mth region 
of SLL suppression. M denotes the number of regions of SLL suppression and Δυm = υum – υlm.  
 
 

3. MIWO algorithm 
 
 IWO is a recent method, compared to GA and other traditional stochastic methods, based 
on the colonizing behavior of the invasive weeds in the nature. Plants invade cropping field, 
occupy the free space around this field and grow to get new weeds, and so on. Starting from 
random positions of a non-uniform linear array, the optimum positions of the elements will be 
found by suppressing side lobes in both regions outside the main beam, with symmetric nulls 
in some directions. In the proposed MIWO, a mutation process in the calculation of SD is 
added; this allows a larger dispersion of seeds around the parent plant. Hence, new weeds will 
then grow randomly. Their number is related to the fitness value of their parents. The algo-
rithm of MIWO method is organized as follows. 

3.1. Initialization 
 First, a finite number of plants are randomly spread over search space (N dimensions). This 
initial population is denoted as POP= [P1, P2…,Ppopini] where popini is the number of generated 
plants. Each plant is considered as a proposed solution in the search space and termed as  
Pi= [D1, D2,…,DN]. 

3.2. Evaluation 
 The fitness reflects an evaluation of how good the plant is. The optimal plant (vector solu-
tion) is the one which minimizes the cost function defined by the designer. 

3.3. Reproduction 
 Depending on its fitness value, a plant can produce a number of seeds from 0 to a fixed 
number. The best plant in the colony will produce a maximum number of seeds, while the 
worst plant cannot produce any seed. Between these extremely plants fitness, the number of 
produced seeds is given by  
  ( ) [ ],integer NbrPNs i =  (6) 
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where, Ms and ms are the maximum and minimum numbers of generated seeds respectively. 
BC and WC are the best and worst cost in the actual population respectively. C(Pi) is the cost 
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function of ith plant in the population and integer [Nbr] is a mathematical function that gives 
the greatest integer of Nbr. 
 Next, the produced seeds will be spread around its parent with a random distance using 
uniform distribution with the mean equal to 0 and a standard deviation SD that will decrease 
iteratively following the equation below  

  ( )
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iter
iteriterSD +−

−
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where, itrmax is the maximum number of iterations and itr is the actual iteration index. SDini 
and SDfnl present the initial and final values of standard deviation respectively. mod is the 
modulation index, usually equal to 3. 

3.4. Mutation 
 The most works in modified IWO investigate on the choice of standard deviation value, as 
the most important parameter in IWO. A good parameter choice is essential for a fast con-
vergence of the process. Many works have been done to achieve its optimal value. For in-
stance, in [31], the spatial dispersal was modified to random selection of solutions from neigh-
boring hypercube in the discrete solutions around the plant with normal distribution. In [32], 
each weed in the population has a standard deviation value on the basis of its cost function in 
the actual population; whereas a periodical variation can be added to the standard deviation. 
 In the present study, the idea is inspired from the mutation process of the GA [9]. First,  
a probability Pm is fixed. If Pm is lower than a randomly generated value in the range [0, 1], 
then the standard deviation value of the current iteration SDiter will be replaced by its initial 
value SDini, otherwise, the standard deviation SDiter will be calculated as indicated in Equation 
(8). The steps of the proposed algorithm are as follows: 
Step 1: A random number is generated. 
Step 2: A fixed probability of mutation Pm is chosen. 
Step 3: If the random number is greater than Pm then SDiter = SDini; 
Else SDiter is calculated from Equation (8). 
Step 4: Repeat this algorithm for each iteration. 
 The initial value of the probability of mutation P0 is fixed to 0.8 and Pm will decrease iter-
atively as follows  
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where Pmiter is the probability of mutation at iteration iter and nbriter is the maximum number 
of iterations. At this point, by decreasing Pm, iteratively, the aim is to reduce the standard de-
viation when the cost function is near to its minimum value. 

3.5. Limitation 
 The seeds will grow and become new weeds. These weeds will be added to the colony till 
a maximum number of plants popmax is reached. In this case, a competitive exclusion will 
begin to keep only the best popmax

th plants in the colony, and discard the rest. 
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3.6. Stop criteria 
 Generally, a maximum number of iterations is taken as a stop criterion. All these points are 
summarized in the flowchart presented in Figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Flowchart structure for the modified IWO algorithm 
 
 

4. Design examples 
 
 To assess the performance of MIWO for the synthesis of non-uniform linear arrays, four 
design examples have been chosen to be evaluated. Each example contains a different number 
of elements (2N) and different constraints in the beam width. A performance comparison be-
tween the proposed MIWO and the state of the art optimization techniques such ACO, PSO, 
and CLPSO methods for the three first design examples and with standard IWO for the last 
one has been carried out. All designs assume a symmetric array with a uniform excitation (am-
plitude = 1 and phase = 0).  
 All algorithms have been run 20 times. The best results are compared. Results are pre-
sented in terms of the spacing between the elements in function of wavelength λ. 
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 Since MIWO controls the spacing between elements, the corresponding positions have 
been calculated using Equation (4).  
 In all examples, the scanning angle is fixed to 90E, the size of the initial population, popini, 
is fixed to 4N and the maximum number of population popmax is fixed to twice of popini. 
Depending on the case, standard deviations, SDini and SDfnl are respectively fixed to 0.05 and 
1e-7 or 0.01 and 1e-5. The iteration number is fixed to 1000 or 2000, and in the cost function 
Ξ = 10^6. 
 The first example concerns the design of a 2N = 10 elements array. The constraint is  
a minimizing SLL while keeping the beam width closed to that of equidistant linear array. 
MIWO results are compared to PSO [16], ACO [13], and CLPSO [17] results as well as 
equidistant linear array ones. Table 1 presents the positions of the 10 elements array whereas 
the corresponding normalized patterns are shown in Figure 3. Beam width is characterized by 
the half power beam width (HPBW) and the first null beam width (FNBW). Table 5 shows the 
results extracted from Figure 3, a SLL minimum of !19.07 dB is obtained by MIWO method 
with a FNBW and a HPBW closed to that of equidistant array. 
 In the second example, (2N = 28 elements array design), the optimized radiation pattern 
should present three nulls directed to 120, 122.5, and 125E with a beam width less or equal to 
that of the uniform array. Again, MIWO results are compared with those using PSO, ACO, 
and CLPSO. Positions of the 28 elements array are reported in Table 2, corresponding 
radiation patterns are shown in Figure 4 and their principal characteristics are tabulated in 
Table 6. As it can be seen, the best design is obtain by MIWO with null depths around !80 to  
!90 dB. 
 In the third example, (design of a 2N = 32 elements with a desired null towards 99E), Table 
3 shows the element positions while Figure 5 and Table 7 present radiation patterns and 
pattern properties, respectively. The obtained null depth was !61.5 dB for MIWO, !59 dB for 
CLPSO and only !17.81 dB for a uniform array, MIWO design is better than ACO and 
CLPSO ones. In this case, best results are obtained with PSO with a null depth of !63.45 dB. 
Our MIWO results present a lower PSLL and closer beam width (FNBW and HPBW) com-
pared to those of equidistant array. 
 It can be seen from Figure 5 that the MIWO algorithm gives a good enhancement in 
suppression of the first peak by more than 7dB as compared to the uniform array.  
 In order to compare our modified method with standard IWO [21], a last design example 
of a 2N = 26 elements array is presented. Two nulls are placed towards 12E and 60E, where  
a minimum SLL is required. Optimized positions of the array elements are reported in Table 4, 
Figure 6 presents the radiation patterns and Table 8 shows the corresponding pattern pro-
perties. The obtained results, using MIWO, show better characteristics in terms of null depth, 
minimum SLL with beam width constraint. 
 Another criterion is the minimum cost function versus iterations, which indicates how fast 
the algorithm converges. Convergence curves for the best runs, for the algorithms CLPSO and 
MIWO are depicted in Figure 7. It can be seen that both curves converge to the same level. 
However, MIWO converge faster than CLPSO. Figure 8 shows the convergence for the best 
runs by both algorithms MIWO and standard IWO. MIWO shows a fast convergence com-
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pared to standard IWO. In addition, the level of the cost function achieved by MIWO is better 
than the one achieved by standard IWO. It is seen from Figures 7 and 8 that a fast degradation 
of the cost function is obtained in both cases leading to an optimal value around the 200th and 
600th iteration respectively. 
 Caused by the mutation process, the proposed MIWO appears to be more stable where the 
speed of convergence and the level of cost function are slightly changed. For the same 
examples, evolutions of standard deviation values versus the number of iterations are pre-
sented in Figures 9 and 10. The mutation probability was decreased iteratively as illustrated in 
the evplution of standard deviation values, this means that most of the mutations are found in 
the first half range of iterations. 
 
Table 1. Optimized positions of the 10 element linear array obtained using many approaches in term of λ. 

Uniform 0.2500 0.7500 1.2500 1.7500 2.2500 
ACO 0.2500 0.5500 1.0500 1.5500 2.1500 
PSO 0.2515 0.5550 1.0650 1.5000 2.1100 
CLPSO 0.2515 0.7110 1.2080 1.8350 2.5585 

MIWO 0.2286 0.7343 1.2475 1.8954 2.6431 

 
Table 2. Optimized positions of the 28 element linear array obtained using many approaches 

 in term of λ/2 
6.500 5.500 4.500 3.500 2.500 1.500 0.500 
13.500 12.50 11.50 10.50 9.50 8.500 7.500 Uniform 

6.300 4.900 4.500 3.100 2.500 1.100 0,900 
13.900 12.50 11.50 10.50 9.50 8.300 7.500 ACO 

6.530 5.480 4.540 3.500 2.440 1.560 0.530 
13.680 12.32 11.42 10.63 9.50 8.380 7.540 PSO 

6.212 5.369 4.142 3.178 2.26 1.322 0.470 
15.960 14.36 12.79 11.19 9.794 8.313 7.135 CLPSO 

6.313 5.393 4.393 3.393 2.491 1.499 0.500 
12.471 11.47 10.56 9.875 9.032 8.032 7.032 MIWO 

 
Table 3. Optimized positions of the 32 element linear array obtained using many approaches 

in term of λ/2 

7.500 6.500 5.500 4.500 3.500 2.500 1.500 0.500 
15.500 14.500 13.500 12.500 11.500 10.500 9.500 8.500 

Uniform 

7.500 5.900 5.100 4.500 3.500 2.100 1.500 0.300 
16.900 15.500 14.100 12.100 10.700 9.500 9.100 8.300 

ACO 

6.110 5.330 4.660 3.970 3.110 2.350 1.370 0.530 
15.510 14.100 12.480 11.100 9.900 8.760 7.800 6.860 

PSO 

6.914 5.873 4.743 3.800 3.024 2.202 1.475 0.450 
17.722 16.122 14.522 12.922 11.322 9.982 8.835 7.833 

CLPSO 

6.655 5.712 4.715 3.927 2.843 2.316 0.979 0.724 
17.734 16.034 14.334 12.634 10.960 9.932 8.845 7.596 

MIWO 
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Table 4. Optimized positions of the 26 element linear array obtained using many approaches  
in term of λ/2 

0.500  1.500  2.500  3.500  4.500  5.500  6.500  7.500  8.500  9.500  10.500  11.500  12.500 Unifor
m 

0.4483  1.488  2.275  3.279  4.254  5.326  6.161  7.168  8.046  9.091  9.928  11.240  12.680 IWO 
0.500    1.330  2.232  3.030  3.974  4.909  5.909  6.834 7.834  8.834   9.834  10.742  11.742 MIWO 

 
Table 5. Pattern properties of the 10 element linear array (extracted from Fig. 3) 

MIWO CLPSO ACO PSO Uniform Pattern 
!19.07 !19.04 !18.27 !17.40 !12.96 SLL (dB) 

22.14 22.93 27.04 27.25 23.08 FNBW(E) 
9.22 9.53 11.30 11.48 10.19 HPBW(E) 

 
Table 6. Pattern properties of the 28 element linear array (extracted from Fig. 4) 

MIWO CLPSO ACO PSO Uniform Pattern 
8.60 8.32  8.40 8.18 8.16 FNBW(in E) 
3.84 3.40 3.64 3.62 3.62 HPBW(in E) 

!44.62 !37.86 !46.62 !40.37 !26.39 SLL in Nulls window (in dB) 

!12.01 !21.60 !15.40 !13.23 !13.20 PSLL (in dB) 

!80.00 !70.00 !55.00 !45.22 !70.00 120E 

!92.30 !78.04 !55.00 !43.45 !26.44 122.5E 
!80.00 !60.00 !45.00 !47.40 !47.40 125E 

Null depth (in dB) 

 
Table 7. Pattern properties of the 32 element linear array (extracted from Fig. 5) 

MIWO CLPSO ACO PSO Uniform Pattern 
7.88 7.68 7.52 8.46 7.16 FNBW(in E) 

3.12 3.10 3.16 3.52 3.16 HPBW(in E) 

!61.50 !59.00 !50.00 !63.45 !17.81 Null depth at 99E (in dB) 

!23.86 !22.73 !17.09 !18.72 !13.23 PSLL ( in dB) 
98.99 99.02 99.09 99.02 100.82 Null direction ( in °) 

 
Table 8. Pattern properties of the 26 element linear array (extracted from Fig. 6) 

MIWO Classical IWO Uniform Pattern 
9.69 9.25 8.83 FNBW 

4.22 4.03 3.90 HPBW 
!83.00 !61.5 !30.50 12E 
!65.00 !56.60 !25.30 60E 

Null depth 

12.00 12.49 ! 12E 
60.00 59.95 ! 60E 

Null direction 

!14.56 !14.40 !13.21 PSLL  
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Fig. 3. Normalized pattern of 10 element linear array obtained by MIWO (thick solid line), standard PSO 

(hair solid line), CLPSO (dotted line), Ant colony (dashed line), and uniform array (dash dot line) 
 

 
Fig. 4. Normalized pattern of 28 element linear array obtained by MIWO (thick solid line), standard PSO 

(hair solid line), CLPSO (dotted line), Ant colony (dashed line), and uniform array (dash dot line) 

 

 
Fig. 5. Normalized pattern of 32 element linear array obtained by MIWO (thick solid line), standard PSO 

(hair solid line), CLPSO (dotted line), Ant colony (dashed line), and uniform array (dash dot line) 

Brought to you by | Uniwersytetu Technologicznego w Szczecinie - Biblioteka Glówna Zachodniopomorskiego
Authenticated

Download Date | 6/23/16 9:18 AM



Vol.  65 (2016)   Optimum design of non-uniform symmetrical linear antenna arrays using a new MIWO     15 

 
Fig. 6. Normalized pattern of 2N = 26 element linear array obtained by MIWO (solid line),  

classical IWO (dashed line), and uniform array (dotted line) 
 

 
Fig. 7. Evolution of the minimum cost function versus iterations, for the 32 element linear array, 

Compared with cost with CLPSO in [17] 
 

 
Fig. 8. Evolution of the minimum cost function versus iterations, for the 26 element linear array, 

compared to cost function with standard IWO [21] 
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Fig. 9. Evolution of the standard deviation values versus number of iterations  

for the 32 element linear array (207 mutations) 
 

 
Fig. 10. Evolution of the standard deviation values versus number of iterations  

for the 26 element linear array (117 mutations) 
 
 

5. Conclusions 
 
 In this paper, a new algorithm denoted as MIWO was used for the synthesis of non-uni-
form linear antenna arrays. MIWO has been compared to other stochastic methods used to 
suppress side lobe level and to control nulls positions in the radiation pattern of this kind of 
antenna arrays. Examples of 10, 26, 28, and 32 element linear arrays have been investigated 
with different types of constraints and in all cases, MIWO design was better in terms of pat-
tern properties as well as convergence speed and robustness. Research is going on to further 
suppress side lobes and control nulls towards interferers which improve the performance of ar-
ray antenna systems. Many additional extensions in array synthesis could be also improved 
using MIWO, such as mutual coupling, array topology, and other antenna types. 
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