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Abstract

Big data research has become an important discipline in information systems research.
However, the flood of data being generated on the Internet is increasingly unstructured
and non-numeric in the form of images and texts. Thus, research indicates that there is an
increasing need to develop more efficient algorithms for treating mixed data in big data for
effective decision making. In this paper, we apply the classical K-means algorithm to both
numeric and categorical attributes in big data platforms. We first present an algorithm that
handles the problem of mixed data. We then use big data platforms to implement the algo-
rithm, demonstrating its functionalities by applying the algorithm in a detailed case study.
This provides us with a solid basis for performing more targeted profiling for decision
making and research using big data. Consequently, the decision makers will be able to
treat mixed data, numerical and categorical data, to explain and predict phenomena in the
big data ecosystem. Our research includes a detailed end-to-end case study that presents
an implementation of the suggested procedure. This demonstrates its capabilities and the
advantages that allow it to improve the decision-making process by targeting organiza-
tions’ business requirements to a specific cluster[s]/profiles[s] based on the enhancement
outcomes.
Keywords: Big data, mixed data, Hadoop, K-means, decision making

1 Introduction

Every organization at some point experiences a
data-driven revolution in management. Firms adopt
big data tools to capture enormous amounts of fine-
grained data derived from social media activity, web
browsing patterns, mobile phone usage, video, au-
dio, images, text message usage, and new forma-
tions of data generation such as mobile use, mes-
sages over the Internet, and Internet of Things (IoT)

usages [19]. Analysis of big data promises to pro-
duce insights and predictions that will revolutionize
managerial decision making [25]. Big data offers
the ability to render into data many aspects of the
world that have never been quantified before, a pro-
cess also referred to as ”datafication” [7].

Historically, the information science discipline
has focused on how to design and implement sys-
tems to provide the relevant data in the appropri-
ate time [2]. However, the wealth of big data poses
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challenges for effective decision making in terms
of rigor and a number of variables. When work-
ing with large data sets from unknown sources, re-
searchers must carefully evaluate the potential bi-
ases before drawing conclusions. The sheer size
and variety of variables in the big data ecosystem
requires too many observations that are complex
and difficult to deal with (for a review, see [2]). The
way to overcome such challenges is to develop bet-
ter and simpler algorithms, systems, and processes
that can break down and make sense of all the het-
erogeneous and fragmented information on the web.
A big data ecosystem includes a platform that is en-
abled to handle a huge amount of data (on several
levels) via a variety of tools. Use of big data tech-
nologies such as Apache Hadoop!, MapReduce,
Apache Pig!, Apache Hive and Apache HBase
(see [31]) is associated with the emergence of new
technical skills. The early adaptation of big data
tools attracted media attention, such as when Sears
started to experiment with Apache Hadoop!, which
was central to the first wave of big data investments.
Of course, Sears had to learn Apache Hadoop! the
hard way, through trial and error, because it had
only a few outside experts available to guide its
work when it introduced the software in 2010 [16].

Processes for storing large amounts of data in
the Hadoop Distributed File System (HDFS) can be
executed via MapReduce [8]. Furthermore, there
are other functionalities and tools for analysing in-
formation for various business purposes (such as
machine learning algorithms). The ability to com-
bine big data tools with different data analysis func-
tionalities, such as Apache Hive and Apache Pig!,
is growing, see e.g. [11, 22] and [26], as is the va-
riety of other big data tools designed for handling
data, such as ETL [32]. Big data is also being
studied in relation to machine learning tools such
as Apache Mahout [24]. The massive volumes of
data in big data are treated using different capa-
bilities and tools, see e.g. [9] and [32]. Apache
Hadoop! is a platform that includes the ability to
store, manage, read, write, and operate on massive
amounts of data/files via HDFS, a system based on
the Google File System (GFS) [13] that can anal-
yse information for different purposes. Although
these approaches have advanced the possibilities for
dealing with massive data, they do not offer algo-
rithms that can structure data effectively for analyt-
ical and decision-making purposes. For example,

IBM’s Watson may be on the cutting edge in natural
language processing, but it has a long way to go in
terms of the system’s ability to absorb and interpret
big data across the internet [2]. These observations
reflect a need to develop new approaches for struc-
turing and categorizing massive amounts of data in
an emergent big data ecosystem.

K-means, a popular data clustering method, is a
simple and elegant approach to partitioning a data
set into K distinct clusters. This algorithm has been
proposed by several scientists in different forms
and under different assumptions. A review on the
origins of the K-means algorithm can be found in
[15] and [20]. First, a value of K is specified, and
then the algorithm assigns each observation from
the data set to exactly one of the K clusters. The
Assignment is decided by minimizing the differ-
ences between observations that belong to the same
cluster. These differences are commonly measured
by squared Euclidean distance, but there are many
other possible ways to define this concept. A re-
cent example involving K-means utilizations can be
found in [10], where the authors studied how dif-
ferent types of the community may affect the ef-
fectiveness of open-source software. In addition,
in [12], the authors used the K-means method to
investigate and identify different types of user role
in innovation-contest communities. In [29] the au-
thors applied the K-means algorithm to study time-
varying effects on the allocation of marketing re-
sources, and in [14] it was used to analyse doctors’
profiles. Further studies on K-means can be found
in [21] and in [17].

One challenge of using the K-means algorithm
is that it works well with numeric data but is not
directly applicable to non-numeric, categorical data
(see [4]) because the Euclidean distance function is
not meaningful when considering categorical val-
ues. This paper presents a novel approach that sim-
plifies the challenges of mixed data for decision
making in big data. We address the question of
how the K-means algorithm can solve the problem
of clustering mixed data in big data.

The performance of the K-means algorithm on
categorical data has been studied in the information
science literature, which describes how it converts
multiple category attributes into binary attributes
that it then treats as numeric, see [28]. How-
ever, this method may greatly increase the compu-
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tational effort, especially when working with big
data. Consequently, scholars have applied the K-
modes algorithm and the K-prototypes algorithm
[18]. The K-modes algorithm extends the K-means
method of clustering categorical data by defining
differences between clusters in terms of frequen-
cies and by considering modes instead of means.
The K-prototypes algorithm is a mixture of the K-
means and the K-modes algorithms; that is, a de-
fined cluster center (or representative) allows treat-
ing a clustering problem with categorical variables
to be a traditional K-means problem [30]. The gen-
eral method of choosing a cluster representative and
measuring dissimilarities between clusters is per-
formed by relative frequency-based methods [3] or
by applying the K-means algorithm to mixed data,
see [3] and [33]. However, the later studies were
not performed in a big data environment. For ex-
ample, the numerical studies presented in [3] con-
sidered data sets with at most 690 elements.

Our contribution is to adapt the K-means algo-
rithm to mixed big data. That is, we use big data
platforms (in terms of parallel computation tech-
niques and storage capabilities) to explore how the
K-means algorithm works on big data with both
numeric and non-numeric variables. Since data
size expands tremendously, analysing data on a sin-
gle machine is inefficient. The most appropriate
solution is to consider parallelism within a dis-
tributed computational framework. One of the most
common programming frameworks for processing
large-scale data sets using parallelism is MapRe-
duce [8], which exploits the qualities of parallel
computing, see [5] and [6].

In this paper, we address two fundamentals: (i)
we provide a clustering algorithm that handles both
numeric and categorical attributes in big data en-
vironments, based on the capabilities of big data
tools and the K-means algorithm; and (ii) we ex-
plore how the results of the algorithm in a big data
environment, based on the ability to support com-
plex architectures, can extend the clustering, profil-
ing, analysis, and predictions capabilities.

Our algorithm enables the application of the
K-means algorithm to both numerical and non-
numerical data. The empirical evidence is broadly
supportive of the two issues we seek to address. We
first create a procedure that ”flattens” all the data
from categorical and numerical data to pure numer-

ical data. We then filter all the categorical classes
into distinct groups, based on categorical combina-
tions, which allows us to analyse each group sep-
arately (because we are dealing with big data, the
grouping process and the K-means process are per-
formed via big data platforms). That is, we per-
form the K-means algorithm only on the remaining
numeric variables. Last, we collect all the groups’
analysis outcomes. These outcomes can serve as the
basis for further analysis and support the organiza-
tion requirements and business needs.

This paper is an extended version of our confer-
ence paper [23]. We extend the conference paper
in the following directions: We created a new data
set and a new experiment based on the presented al-
gorithm. The new dataset is much more complex
(from the categorical variables point of view), in
comparison with the one studied in the publication
of the proceedings. Specifically, it demonstrates a
process with 1600 different files, or, in our context,
1600 different characteristics, (with a total size of
∼1.05GB), while 36 files were considered in the
publication of the proceedings; We present a full
business use-case analysis, in which we present the
aggregation outcomes (clusters) of 5,000 clusters,
and show how the results can be used in a targeted
profiling task; We present how the suggested proce-
dure may improve a decision-making process.

Our study presents a method for treating mixed
data in big data that was not previously possible.
The approach advances the capabilities of dealing
with massive data, such as in decision making, be-
cause profiling, forecasting, and other analyses can
be performed in a more targeted manner.

Recent studies have discussed the relationship
between big data and theory. For example, it is
suggested that big data and theory can work syner-
gistically to explore phenomena or solve problems
by using big data platforms and tools to generate
theoretical insights rather than starting with a pre-
conceived theory [27]. Furthermore, in [1, p. xxii],
the authors have indicated that ”big data has poten-
tially important implications for theory”. On the
one hand, theory can be replaced by patterns de-
rived from data. On the other hand, data without
theory lacks order, sense, and meaning. We have
adopted the concept presented in these studies; that
is, we present a method for analysing data in big
data environments that can be applied to any rele-
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vant theoretical issue.

The rest of the paper is organized as follows.
In Section 2, we present our new alternative pro-
cedure for performing the K-means algorithm with
mixed data in a big data environment. In Section 3
we present an implementation example of the pro-
posed procedure. In Section 4, we present a detailed
case study of the procedure, demonstrating how an
organization can use the proposed new process to
expand and improve its decision-making process.
Section 5 concludes the paper.

2 Model Development

We argue that applying the K-means algorithm
to mixed data in the big data ecosystem can enhance
decision making and allow decision-makers to treat
massive amounts of data. The current study thus
analyses the impact of the K-means algorithm when
applied to both numerical and categorical (non-
numerical) data in big data platforms. The model
assumes a data set that includes m categorical vari-
ables and n quantitative variables, and that categor-
ical variable j may have a j ≥ 2 different states.

The K-Means Algorithm Procedure

Claim 1: Non-numeric data in big data can be as-
signed values.
Proof: We first perform the K-means algorithm on
our data set by adopting the following steps:

1. Create ∏m
j=1 a j different types of group that dif-

fer by their categorical variable’s values. Each
record is assigned to its group, according to its
categorical values.

2. Each group generated in step 1 is a file (or other
storage format) in the big data platform (this will
enable parallel computing in the next steps).

3. Perform a parallel K-means algorithm on all
groups according to their numeric variables.

4. Aggregate all the clusters (K clusters from each
group) from step 3 to one outcome for further
analysis, as described in Section 4.

3 Implementation Example of the
Algorithm

The following Section presents an end-to-end
implementation example.

1. Upload the data set and categorical files to the
HDFS (in Apache Hadoop!). Pre-set: each of
the ∏m

j=1 a j possible combinations of the val-
ues of each categorical variable is in a sepa-
rated file. Each file contains the records with
the corresponding categorical values. This is a
mandatory step because there is a need to cre-
ate all combinations of the available states based
on the definition/business requirements. Note
that there might be empty files (groups) if there
are no records with the corresponding categori-
cal values.

2. Multiply all the files (from step 1) to create mul-
tiple lines. Each line describes a unique combi-
nation. All lines are stored in a file in HDFS (in
Apache Hadoop!) for parallel analysis (in a big
data platform).

3. Filter the data set for each unique file (from step
2) and send the relevant quantitative variables to
the relevant file.

4. Run (via bash script) the K-means algorithm
(Apache Mahout) on each file that is located in
a separated directory (from step 3) with the fol-
lowing parameters:

– a configurable parameter, x, for the number
of iterations (in this case we used 5 iterations
for all K-means runs);

– a number of clusters, K, which is influenced
by the number of records per each unique file
(from step 3). The number of clusters K in-
creases when the number of records per file
grows.

5. Gather all the clusters to one defined structure
for additional analysis (compare between clus-
ters, order, analysis, etc.).

Note that steps 1 to 3 were implemented and tested
in a single-node environment. By using Apache
Pig!, the following actions are performed (see the
next Section for a detailed description):
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1. loading the full data set.

2. creating all the categorical variables combina-
tions.

3. filtering the relevant categorical variables and
creating the groups/files (per combination) with
the relevant filter quantitative variables.

4 End-to-End Case Study of the
Procedure Implementation

In this Section, we present a detailed end-to-end
case study of the implementation procedure, its use
and functionalities. We also suggest how it may ex-
pand and improve the decision-making process.

4.1 Data set

The generated data set consists of 14 variables,
8 quantitative and 6 categorical. It contains 11M
records, with a total of ∼1.05GB. The list of all
variables (categorical and numerical) is as follows:

Quantitative variables: Age, Work years,
Salary, Education years, Number of houses, Num-
ber of children, Travels per year, Number of vehi-
cles.

The categorical variables and their possible val-
ues are given in Table 1. Note that the combinations
of the six categorical variables can create at most
1600 distinct characteristics.

Based on the predefinition of the number of
records per cluster, 5,000 clusters were created.

4.2 Procedure flow

Figure 1 describes the end-to-end technical im-
plementation of the end-to-end use case. The main
elements are:

– HDFS-this is the Apache Hadoop Distributed
File System. The full data set (see step 1 in Fig-
ure 1) is uploaded to the HDFS. Then, all the
different combinations are created, and the rel-
evant fields are filtered from the full data. All
the filters are stored in the HDFS (see step 2 in
Figure 1) for the analysis process.

– MapReduce-this is the main component, which
handles and manages all the parallel processing

done when analysing the data (in the implemen-
tation example, we used Apache Mahout for the
K-means algorithm).

– BI-this component represents the business intel-
ligence requirements and demands. Obviously,
the requirements change from organization to
organizations, but the need to target specific pro-
files is likely to be the same across different busi-
nesses (which, in the querying purposes, may be
distinguished by, for example, the querying val-
ues themselves, the data, the expected outcomes,
etc.).

Figure 1. Procedure flow

Table 2 describes in detail the steps shown in
Figure 1.

4.3 Run criteria

After running the procedure, the clusters are
aggregated to a single file that contains all re-
sults and time-stamps. Note that there are no nu-
merical values for records that are not the own-
ers of a house and are experts in finance. Over-
all, through the filtering process, we identified 40
group types with empty numerical values. We per-
formed the K-means algorithm in groups of 100 di-
rectories, where the predefined number of clusters,

HDFS Mapreduce

1. Upload Dataset

BI

2. Group generator

3. K-Means

4. Clusters

5. Upload clusters
 to HDFS

6. Aggregate to CSV

7. Business Case
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Table 1. Categorical variables

Variable Values
Gender woman, man (2 options)

Living zone most-expensive, high-expensive, medium, below-medium (4 options)
House own no, yes (2 options)

Health healthy, good, limited, extremely limited, dying (5 options)
Marital status single, married, divorced, widowed (4 options)

Financial knowledge clueless, below-average, average, above-average, expert (5 options)

Table 2. Procedure steps

inStep Name Description
in1 Upload data set Upload the data set to the HDFS. This is the complete full data

set that includes the values of all 14 variables. The data set in-
cludes the raw values of both the quantitative and the categorical
variables.

in2 Group generator Generate the groups by the total combinations of the categorical
variables. In this case, we created 1,600 different groups, based
on the combinations of six different categorical values. In each
group, we filtered the relevant quantitative values (due to this, we
ended up with 40 groups out of 1,600 that did not contain any
quantitative values). Each unique group (generated based on its
special combination of the categorical values) contains only the
relevant filtered quantitative values and is stored as a separated
subset data set (e.g. the implementation can be formatted as a file,
a table, etc.) in the HDFS (spread as blocks in the data nodes).

in3 K-means Perform the K-means algorithm (via Apache Mahout) on each
separated group/file/subset of the data set, generated in the previ-
ous step (step 2).

in4-5 Upload clusters to
HDFS

Gather and aggregate all the clusters (step 4) and upload the clus-
ters created from the previous step to the HDFS (step 5).

in6 Aggregate to CSV Aggregate all clusters to CSV. The resulting aggregation (based
on a well-defined format) provides the platform for additional
analysis and querying for various business purposes.

in7 Business case The business querying process emphasizes and demonstrates a
business targeting example based on the market and/or other busi-
ness requirements and demands.
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in7 Business case The business querying process emphasizes and demonstrates a
business targeting example based on the market and/or other busi-
ness requirements and demands.

DECISION-MAKING ENHANCEMENT IN A BIG DATA ENVIRONMENT . . .

K, was selected based on the number of reorders
per group/file/subset data set, according to Table 3.
The number of iterations in each K-means proce-
dure was five.

Table 3. Predefined number of clusters according
to number of records

K Number of records in the file/group
1 Between 0 and 1,000
2 Between 1,000 and 2,000
3 Between 2,000 and 5,000
5 Between 5,000 and 10,000
10 Above 10,000

Based on Table 3, the K-means algorithm cre-
ated a total of 5,940 clusters (1 to 10 clusters per
group for each of the 1,560 groups with values).
Note that identifying the 40 profiles that did not
contain any quantitative information/values is ex-
tremely important, because there may be different
business demands and needs that require the identi-
fication of the profiles without any values or without
any records/observations.

4.4 BI use case

The main question is: how can an organiza-
tion use the massive number of clusters aggregated
into one massive data set for decision making? The
aggregated cluster data sets, which contain unique
profiles and groups, form a valuable information
pattern that can enable targeting to a specific popu-
lation.

This Section demonstrates an example of a use
case for a specific decision-making need. We as-
sume that we have gathered and created the ag-
gregated clustered data set, and that the company
would like to examine whether it is profitable to in-
vest in a specific profile segmentation, according to
the company’s targets and needs.

Table 4. Target query values

Variable Values
Education years > 14

Number of children > 2
Work years > 10

Travels per year > 5

As an illustration, we start with 5,940 clusters,
generated from 1,560 groups. The 5,940 clusters
contain a total of 11M specific resources (where
each resource is a specific user observation). Ta-
ble 4 presents the values that were specified (in this
example) for the requirements that define the target
population.

As detailed in Table 5, only five profiles (clus-
ters) out of 5,940 fulfilled the requirements of the
target profiles. As a result of this profiling process,
the company can focus only on users within these
profiles.

Table 6 presents the profiles’ quantitative K-
means information (per profile), as well as the num-
ber of observations per profile (denoted by N).

That is, five profiles, which contain 2,085 ob-
servations (out of 11M), satisfy the business needs.
This might be very valuable information for a busi-
ness, because it can help and support the decision-
making process. For example, the business may
wish to concentrate on the largest group-in our case
the group with 749 cases (profile 2). Furthermore,
the business might be interested in which profile has
the highest average salary (profile 5), etc.

5 Discussion and Conclusions

In this paper, we presented a new approach that
overcomes the difficulty of working with mixed
data for decision making in a big data environment.
The power of clustering and narrowing down the
profiles to targeted groups, based on the business
needs, improves the decision-making process. In
our testing and implementation of the K-means al-
gorithm, we found that the algorithm worked well
in the runs. However, the complexity of analysis
of our suggested procedure must be tested in future
studies. We argue that the complexity of our pro-
cess is more efficient when compared to the com-
plexity of a regular K-means algorithm that runs on
a full data set, due to its ability to reduce the size
of the data set. The algorithm runs on subsets that
possess fewer records per group. This influences
the number of K-means iterations per group. Fur-
thermore, note that, in a big data environment, all
the K-means calculations can be done in parallel in
different data nodes. Therefore, we believe that the
complexity will be influenced mostly by the size of
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Table 5. Business query target profiles

Variable Profile 1 Profile 2 Profile 3 Profile 4 Profile 5
Gender Man Man Man Man Man

Living zone Below-medium Below-medium High-expensive Most-expensive Most-expensive
House own No Yes No Yes Yes

Health Good Healthy Healthy Healthy Healthy
Marital status Married Divorced Married Divorced Married

Financial knowledge Below-average Average Average Average Clueless

Table 6. Designated 5 cluster values

Categories Profile 1 Profile 2 Profile 3 Profile 4 Profile 5
N 143 749 296 306 591

c:Age 45.256 45.544 46.418 46.282 45.927
c:Work years 10.355 10.779 11.226 11.071 10.748

c:Salary 30,396.14 35,441.57 30,590.66 37,623.20 39,196.51
c:Education years 15.07 14.955 15.24 15.363 15.435

c:number of homes 0 1.777 0 1.856 2.076
c:number of children 3.441 2.877 3.294 2.899 3.098

c:Travels per year 5.545 5.298 5.142 5.297 5.078
c:Vehicles 1.35 1.344 1.659 1.304 1.547

r:Age 5.945 6.136 6.125 6.234 6.383
r:Work years 6.138 6.261 6.352 6.695 6.624

r:Salary 3,212.126 2,496.518 2,846.027 2,379.237 2,488.128
r:Education years 2.42 2.936 2.581 2.9 3.228

r:Number of homes 0 0.72 0 0.709 0.884
r:Number of children 0.686 1.072 0.752 0.996 0.986

r:Travels per year 0.611 1.088 0.915 1.042 1.218
r:Vehicles 0.75 0.932 1.091 0.958 0.967

the largest group that will be generated.

The method can be applied to any relevant the-
oretical question in a big data environment for de-
cision making. An example is exploring what can
explain fluctuations in the economy over time based
on a set of selected variables. Such variables may
be generated from target surveying of public crowds
on what are important behavioral criteria that can
explain changes in the economy. Data sets from
big data environments should analyse any decision-
making issues by defining x number of possible ex-
planatory variables that should predict a dependent
variable. This allows for deriving possible patterns
by testing these variables. Thus, our approach al-
lows clustering of data in a more straightforward
way to develop new theories.

Note that this paper does not include a com-
plexity analysis comparing the presented K-means
method for mixed data in a big data environ-
ment with a straightforward K-means algorithm for
mixed data. Nevertheless, we claim that the com-
plexity of the presented method is better because
of:

1. A reduction of the data set size: each group’s
analysis is conducted on fewer observations (due
to the filtering of the relevant data; see Sections
2 and 3);

2. Parallelization of the analysis process: the big
data architecture enables us to perform the anal-
ysis process in parallel (per group/file that is
allocated on the HDFS platform based on the
MapReduce job). Based on the assumption that
all the data nodes possess the same capacity and
performance capabilities (during the procedure
run time), we can also assume that the largest
group (the subset data set) will have the high-
est complexity and will therefore influence the
overall complexity in the greatest manner. How-
ever, this theoretical assumption still needs to be
validated.

We demonstrated the strength of the enhance-
ment outcomes compared to basic K-means out-
comes that should benefit predictions and conse-
quential decision making. This procedure enables
an organization to perform a more accurate analysis
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Table 5. Business query target profiles

Variable Profile 1 Profile 2 Profile 3 Profile 4 Profile 5
Gender Man Man Man Man Man

Living zone Below-medium Below-medium High-expensive Most-expensive Most-expensive
House own No Yes No Yes Yes

Health Good Healthy Healthy Healthy Healthy
Marital status Married Divorced Married Divorced Married

Financial knowledge Below-average Average Average Average Clueless

Table 6. Designated 5 cluster values

Categories Profile 1 Profile 2 Profile 3 Profile 4 Profile 5
N 143 749 296 306 591

c:Age 45.256 45.544 46.418 46.282 45.927
c:Work years 10.355 10.779 11.226 11.071 10.748

c:Salary 30,396.14 35,441.57 30,590.66 37,623.20 39,196.51
c:Education years 15.07 14.955 15.24 15.363 15.435

c:number of homes 0 1.777 0 1.856 2.076
c:number of children 3.441 2.877 3.294 2.899 3.098

c:Travels per year 5.545 5.298 5.142 5.297 5.078
c:Vehicles 1.35 1.344 1.659 1.304 1.547

r:Age 5.945 6.136 6.125 6.234 6.383
r:Work years 6.138 6.261 6.352 6.695 6.624

r:Salary 3,212.126 2,496.518 2,846.027 2,379.237 2,488.128
r:Education years 2.42 2.936 2.581 2.9 3.228

r:Number of homes 0 0.72 0 0.709 0.884
r:Number of children 0.686 1.072 0.752 0.996 0.986

r:Travels per year 0.611 1.088 0.915 1.042 1.218
r:Vehicles 0.75 0.932 1.091 0.958 0.967

the largest group that will be generated.

The method can be applied to any relevant the-
oretical question in a big data environment for de-
cision making. An example is exploring what can
explain fluctuations in the economy over time based
on a set of selected variables. Such variables may
be generated from target surveying of public crowds
on what are important behavioral criteria that can
explain changes in the economy. Data sets from
big data environments should analyse any decision-
making issues by defining x number of possible ex-
planatory variables that should predict a dependent
variable. This allows for deriving possible patterns
by testing these variables. Thus, our approach al-
lows clustering of data in a more straightforward
way to develop new theories.

Note that this paper does not include a com-
plexity analysis comparing the presented K-means
method for mixed data in a big data environ-
ment with a straightforward K-means algorithm for
mixed data. Nevertheless, we claim that the com-
plexity of the presented method is better because
of:

1. A reduction of the data set size: each group’s
analysis is conducted on fewer observations (due
to the filtering of the relevant data; see Sections
2 and 3);

2. Parallelization of the analysis process: the big
data architecture enables us to perform the anal-
ysis process in parallel (per group/file that is
allocated on the HDFS platform based on the
MapReduce job). Based on the assumption that
all the data nodes possess the same capacity and
performance capabilities (during the procedure
run time), we can also assume that the largest
group (the subset data set) will have the high-
est complexity and will therefore influence the
overall complexity in the greatest manner. How-
ever, this theoretical assumption still needs to be
validated.

We demonstrated the strength of the enhance-
ment outcomes compared to basic K-means out-
comes that should benefit predictions and conse-
quential decision making. This procedure enables
an organization to perform a more accurate analysis
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of data and may create better business understand-
ing and insights from the business data for a variety
of services and needs. This implementation may
also improve business decision-making processes
due to business data comprehension. The ability to
combine different types of data and to simplify the
outcomes and focus on selected profiles or groups
with reduced observations improves the ability of a
business to enhance understanding of the outcomes
and to provide improved analysis, prediction accu-
racy, growth, and new horizons.
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