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Abstract 

Measurement of the perfusion coefficient and thermal parameters of skin tissue using dynamic thermography 

is presented in this paper. A novel approach based on cold provocation and thermal modelling of skin tissue 

is presented. The measurement was performed on a person’s forearm using a special cooling device equipped with 

the Peltier module. The proposed method first cools the skin, and then measures the changes of its temperature 

matching the measurement results with a heat transfer model to estimate the skin perfusion and other thermal 

parameters. In order to assess correctness of the proposed approach, the uncertainty analysis was performed. 
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1. Introduction 
 
Thermal modelling of a tissue is still a challenging object of research. One of the first heat 

transfer models of skin was developed by Pennes more than half a century ago [1]. This model 

describes the skin perfusion in a simplified form. Many authors are still using this model in their 
new research despite of being frequently criticized, mainly because the heat transfer 

by perfusion is modelled taking into account the bloodstream temperature difference [2]. Other 
authors proposed a thermal analysis based on heat transfer between the tissue and a large vessel 
[3, 4]. A progress in thermal modelling took place when it was noticed that there was 

a significant heat transfer in the larger blood vessels of a diameter of 50−150 µm [2]. As a result, 
the thermal model of skin was divided into 2 parts, one for the tissue and the second for the 
arteries [2]. The so-called effective thermal parameters of tissue were defined depending on the 

ratio of tissue and artery volumes. An important step forward was made by finding that the heat 

exchange between small arteries and veins typically occurs in parallel [5−7]. Next, 
the thermoregulatory mechanism was added to the thermal simulations of tissues [8].  

Nowadays, there are plenty of new analytical and numerical thermal analyses of the human 

tissues [9−19].  Moreover, the inverse thermal problem simulations are applied to predict 

the values of tissue parameters [13−15]. Most of the models were developed for steady state 

conditions, but recently some new time-dependent approaches have been published [13−16]. 
Nowadays, there is a need of dynamic thermal analysis of the human tissues mainly due to 
the new applications of active thermography in medicine using cold provocation for screening 

[14, 17].   
In this research we use the inverse thermal modelling to evaluate the perfusion defined 

according to the Pennes model, as well as the thermal parameters of multilayer tissue structure 
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of skin (i.e. its thermal conductivity and capacity). In this approach we use modelling in the 

Laplace domain and optimization based on matching the Nyquist’s plots of the thermal 

impedance obtained from the model and the experiment [13−15]. In addition, the uncertainty 
analysis was also performed to confirm practical usefulness of the proposed method. We intend 
to apply this approach for medical screening of e.g. malignant and benign skin tumours.  

 

2. Multilayer thermal model of tissue 

 
Heat transfer in human tissue can be modelled using the Pennes equation [1]. In this paper, 

the skin is assumed to be a 3-layer structure consisting of epidermis, dermis and hypodermis. 

The proposed method is based on cold provocation of the skin and measuring − by an infrared 

camera − its temperature changes over a period of time [14, 15]. After introductory cooling, 
the skin temperature is returning to the normal equilibrium state. Typically, due to the large 

thermal mass, this process can take a few tens of minutes. 
In the thermal model it is assumed that the heat transfer through the skin to the ambience 

is one-dimensional (1). Also, the heat flux and temperature at the interface between the layers 

are assumed to be continuous (7−9). For each layer of skin the perfusion coefficient wi (1/s), 

thermal conductivity ki (W/(m·K)), specific heat per unit weight ci (J/(kg·K)), density ρi  
(kg/m3) and thickness di (m) are concerned. The temperature in the i-th layer is described 

by using the energy balance (1): 
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where: cb denotes the specific heat of blood per unit weight; ρb – the blood density and TB − 
the blood temperature assumed as a  reference temperature equal to 0°C.  

The equation (1) can be easily transformed onto the frequency domain (2−4): 
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where L is the complex number interpreted as a diffusion length (5): 
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The equation (4) has the analytical solution for each i-th layer (6): 
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Using the boundary and initial conditions given by (7−9), the integration variables Ai and Bi 

can be found:  
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3. Methodology of measuring skin parameters  

 

3.1. Thermographic measurement 

 
The measurements were performed using a Cedip Titanium InSb 640×512 MWIR camera. 

A part of forearm’s skin was cooled by a few degrees with a cooling device equipped with 
the Peltier module (Fig. 1). 

 

 

Fig. 1. A cooling device with the Peltier module. 

 
The device is a portable cooler capable of setting a required temperature of the polished 

metal block within the range of 15−40°C. It enables cooling or heating the skin. Using this 

device, different levels of thermal excitation can be chosen. The size and shape of active block 
were designed to uniformly cool or heat the skin surface to a required temperature. In this 

research, the temperature of metal block was set to 26ºC and the device had been in contact 
with the skin for about 4 seconds. The camera had acquired the sequence of thermal images 
with the frame rate of 50 Hz for 10 min. (30000 frames), till the skin reached its initial 

temperature. A few frames from the recorded sequence of images are shown in Fig. 2. 
 

 

 

Fig. 2. The thermal sequence of images after cooling the skin, frames no. 140, 650, 4650, 20650. 

 

 The mean temperature of a given 9 × 9 pixel area was calculated for every frame of the 
sequence and then used to draw the curve of temperature rise over a period of time. Because 

the measurement had to be performed for the same Region of Interest (ROI) for each frame, 
a person’s motion was compensated by software means. The movement correction method 

based on cross-correlation has been already presented in [20]. A sample of reference ROI for 
the movement correction algorithm is shown in Fig. 3. 

In order to calculate the uncertainties corresponding to the estimated skin parameter values, 

two experiments were performed. First, the temperature rise in a function of time was measured 

for 10 small areas (9 × 9 pixels) situated close to each other. The chosen distance between 
the areas was equal to 8 pixels. Moreover, the selected areas were far away from the big vessels 

that were clearly visible in the thermographic images. These measurements were used 
to calculate the A-type component of uncertainty uA. 
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Fig. 3. The centres of areas used for further analysis marked in the first image of the sequence. 

 
In the second experiment, a uniform noise was added to a selected measurement. It was 

repeated 12 times. The noise amplitude was 20 mK, that corresponds to the noise of the camera 
given by NETD (Noise Equivalent Temperature Difference). This procedure was used 
to calculate the uncertainty of temperature measurement caused by the thermographic camera 

– the B-type component of  uncertainty 
B

u . 

 

3.2. Analysis in time domain 

 
 The temperature rise values obtained over a period of time were approximated by a curve 

composed of the exponential and error functions (10). Examples of  matching the measured and 

calculated curves in the linear and logarithmic scales are shown in Fig. 4:  

 0 1

1
( ) (1 ) (1 ( )),

t t
f t A e B e erfc t

ω ω

ω
−

= − + − ⋅    (10) 

where the coefficients A, B correspond to contributions of the exponential (A) and error function 
(B) parts of the approximation. 
 
a)                                                                                          b) 

  

Fig. 4. The temperature rise in a function of time and its approximation,  

in a) linear and b) logarithmic time scales.  

  
Approximation using the function (10) origins from the developed thermal model and 

matches well the thermographic measurement results after cold provocation [13, 14]. 

The matching using (10) is very good for the time greater than 6−7 s, but is slightly worse at the 
beginning of the thermal process. This problem will be considered in the future research. At 

this stage of development of the method the non-perfect approximation of the measurement 
curve for smaller time values is neglected. It should be noticed that the mismatching the curves 

in the first seconds of the process is at the level of camera accuracy, i.e. 0.2°C. Moreover, 
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the skin reaction after cold provocation takes about 20 min. Therefore, matching the later part 

of the measurement curve is much more important.     
 

3.3. Analysis in frequency domain 

 
In order to find the values of perfusion coefficient as well as other thermal parameters of skin 

tissue, transformation from the time onto the frequency domain was accomplished. The function 
(10) after Laplace transformation takes a form (11): 

 
0 1

,
1 / 1 /

A B
Z

j jω ω ω ω

= +

+ +

 (11) 

where the coefficients A, B have the same meanings as in (10).  
Matching the Nyquist’s plots obtained from the measurements and those from the model 

enabled to obtain the thermal parameters of tissue:  

− thermal conductivity; 

− thermal capacity; 

− perfusion coefficient. 
Optimization using the Pattern Search method was performed for estimation of the skin 

parameter values. This method was chosen because it did not use the gradients of the objective 
function and enables to optimize with bounds. The Pattern Search optimization is based on two 
steps: the so called exploratory and pattern moves. The first step improves the directions 

of movements, whereas the second one lengthens the moves as long as the improvement 
continues [21, 22]. The values of a few parameters were set and kept unchanged during 

the whole optimization procedure: the values of thicknesses, specific heat per unit weight, 
density of blood, and convective heat transfer coefficient. The values of these parameters were 
taken from the literature and they were equal to d1 = 0.00008 m, d2 = 0.001m, d3 = 0.003 m, cb 

= 3770 J/(kg·K), ρb =1060 kg/m3, h = 50 W/(m2·K) [23, 24]. The optimization procedure for 

the developed thermal model is numerically complex and time-consuming. Due to this fact 
the optimization was performed in a few stages. First, the thermal conductivity of each layer 

was estimated together with the power (PAC), then the density and the specific heat were 
evaluated, and finally the perfusion coefficient was calculated. It was assumed that the 

perfusion coefficients in dermis and hypodermis layers were equal. The procedure 
of optimization was repeated till the Nyquist’s plots obtained from the model matched those 
from the measurement [13].  

The optimization parameters for each stage were chosen manually. The initial values of the 
parameters in the first iteration were selected according to the literature, while their ranges were 

chosen experimentally. A narrower range leads to faster optimization.  

 

4. Uncertainty analysis  
 
The uncertainty of measurement results was calculated according to the specification 

presented in the literature [25, 26]. In this research we present the uncertainty analysis for the 
perfusion, thermal conductivity and thermal capacity.  The perfusion in the first tissue layer 

(epidermis)  is neglected. It is assumed that the same perfusion is in the second (dermis) and 
third (hypodermis) layers. These assumptions agree with those given in the literature [23, 24].  
For the thermal conductivity and capacity the analysis was performed independently  for all 

three layers of skin tissue.  

In order to estimate the uncertainty 
A

u , the measurements were repeated 10 times for 10 

neighbouring areas of the skin. The mean values as well as the corresponding standard 
deviations of perfusion, thermal conductivity and capacity were calculated (12): 
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where: p is the given parameter (perfusion, thermal conductivity or thermal capacity); �̅ is its 
mean value, while N represents the number of measurements.  

The results are presented in Table 1. 
 

Table 1. The uncertainty ua for analysed parameters of the skin tissue. 

Parameter Mean value Standard deviation 

1
k  (epidermis) (W/(m·K)) 0.100 <0.001 

2
k  (dermis) (W/(m·K)) 0.168 0.006  (10%) 

3
k  (hypodermis) (W/(m·K)) 0.166 0.006  (12%) 

1th
C   (J/(m3·K)) 3436488 115255  (3%) 

2th
C   (J/(m3·K)) 4537494 137952  (3%) 

3th
C   (J/(m3·K)) 5485882 110716  (2%) 

w  (dermis and hypodermis) (1/s) 0.00240 0.00017  (6.5%) 

 
 

It was more difficult to evaluate the uncertainty 
B

u  due to the indirect way of using 

the temperature measurements from  the IR camera to estimate accuracy of the perfusion and 

thermal parameters. For this purpose the inverse thermal problem solution was employed, and 
therefore there was no direct relation between the considered quantities and the measured 

temperature.   
In the measurement, only the temperature difference was used. Each value of temperature 

measured by the camera was decreased by the  value obtained from the first measurement. As a 

consequence, the temperature evolution over a period of time always started from zero. It means 
that the uncertainty of measurement can be reduced due to the drift of the thermal camera. 

It  should be bore in mind  that the measurement took a couple of minutes and the camera took 
the cooled photos. In addition, the front part of the case of the camera was thermally stabilized. 
Therefore, it was assumed that the source of the uncertainty of measurement caused by the IR 

equipment was due to the value of NETD given by the manufacturer. The noise of camera was 

assumed to be at the level of ∆T = ± 20mK. 
In this research, there was considered the uniform (rectangle) probability distribution 

of noise. The procedure of evaluation of the uncertainty 
B

u consisted in adding the noise with 

such distribution and the span of ± 20mK to all temperature samples during recording 

the thermal images by the camera. This process was repeated 12 times followed by calculating 
the standard deviations of the perfusion and thermal parameters in order to estimate the value 

of 
B

u . It was assumed that distribution of the output quantities  (perfusion and thermal  

parameters: thermal conductivity and thermal capacity, Cthi = ρi ⋅ ci ) as well as of the input data 

(temperature) was uniform. For this reason  the scaling factor 3/1  to obtain the final value 

of 
B

u was used [25, 26].  The final results of the uncertainty analysis are presented in Table 2. 

After calculating the combined uncertainty 
c
u , to obtain the extended uncertainty U 

the coverage factor kp = 2 was used [26].  
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Table 2. The final results of the uncertainty analysis. 

Parameter 
B

u  
c
u  U = 2*uc 

1
k  (epidermis) (W/(m·K)) 0.000624 0.0006 0.001 (1%) 

2
k  (dermis) (W/(m·K)) 0.011464 0.012 0.025 (15%) 

3
k  (hypodermis) (W/(m·K)) 0.01157 0.013 0.026 (16%) 

1th
C   (J/(m3·K)) 434890 449924 899848 (26%) 

2th
C   (J/(m3·K)) 378971 403333 806666 (17%) 

3th
C   (J/(m3·K)) 594073 604316 1208632 (22%) 

w  (dermis and hypodermis) (1/s) 0.0003 0.0003 0.0006       (27%) 

 
The obtained values of relative uncertainty for measurement of perfusion and thermal 

parameters of tissue were at a level of 15−27%. The higher uncertainty was observed 
for thermal capacities (below 30%).  In our opinion it was a quite satisfactory result. The tissue 
is a complex structure and its thermal parameters and perfusion depend on many factors, both 

internal (thermoregulation, temperature, viscosity, …) and external (environmental conditions). 
In addition, the thermoregulation can influence the perfusion and thermal parameters of tissue. 
Therefore, the obtained uncertainty of skin parameter values can be regarded as fully 

acceptable. 
 

5. Conclusions 

 

In this research we present a new method for evaluation of perfusion, thermal conductivity 

and capacity of skin tissue. The method is based on the inverse thermal modelling and 
temperature measurement by a thermographic camera after cooling of skin. The thermal process 

was dynamic and lasted several minutes. Estimation of the skin parameters may in the future 
improve the classic diagnostic thermal imaging used in detection of early stages of diseases, 
e.g. the breast cancer [27]. 

The values of skin thermal parameters (thermal conductivity and capacity) obtained with 
the developed method are contained within the ranges reported in the literature. However, 

the thermal parameters of skin are not well defined. It should be bore in mind that skin is a kind 
of porous material with varying and strongly nonlinear parameters. The ranges of variation 
of these parameters are large, and depend very much on the physiological and pathological state 

of the skin. In this study the skin parameters were estimated for the forearm region only. In the 
future we are planning to extend our research onto other parts of the body. Also, influence 

of a patient’s fatigue on the estimated perfusion values will be analysed.  
The presented technique should be validated using other approaches. However, the perfusion 

factor obtained by the presented method cannot be directly compared with that obtained by e.g. 
the Laser Doppler Imaging (LDI) . The laser Doppler velocimetry and flowmetry are based on 

blood movement; therefore, the measuring depth will be in the order of 0.5−1 mm (depending 
on the tissue type). Thus, the LDI measures the extent of superficial dermal microvascular blood 

flow and it is suitable e.g. for determining the burn depth [28]. The proposed approach is based 
on the analysis of heat transfer through the tissues, including also deeper located structures. 

Thus, evaluation results of the blood perfusion obtained with these two methods may differ 
since they are estimated for different skin tissue volumes and structures. Moreover, at present 
the laser Doppler instrument cannot provide absolute perfusion values (measurements are 

usually expressed as arbitrary perfusion units). To enable comparison of the results the laser 
Doppler should be appropriately calibrated. On the other hand, taking into consideration 
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the assumption of equal perfusion values in deeper skin layers, correlation between our method 

and other LDI methods could be undertaken in the next step of research. 
The uncertainty of measurements did not exceed 30%. This result can be regarded as quite 

satisfactory taking into account the complexity of skin structure and influence of many factors 

on quantitative assessment of its parameters.  
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