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Abstract. In this paper, we introduce a novel method of joint compression and encryption of visual data. In the proposed approach 
the compression stage is based on block quantization while the encryption uses fast parametric orthogonal transforms of arbitrary 
forms in combination with a novel scheme of intra-block mixing of data vectors. Theoretical analysis of the method indicates no 
impact of encryption stage on the effectiveness of block quantization with an additional step of first order entropy coding. More-
over, a series of experimental studies involving natural images and JPEG lossy compression standard were performed. Here, the 
obtained results indicate a high level of visual content concealment with only a small reduction of compression performance. An 
additional analysis of security allows to state that the proposed method is resistant to cryptanalytic attacks known for visual data 
encryption schemes including the most efficient NZCA attack. The proposed method can be also characterized by high compu-
tational efficiency and feasibility of hardware realizations.
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used in practical applications, e.g., JPEG standard for static im-
ages or MJPEG and MPEG standards for video sequences [6]. 
It is obvious, therefore, that developed encryption algorithms 
should not decrease significantly the possibilities of compres-
sion of visual data.

In the view of the above motivation, we propose in this pa-
per a novel method for joint compression and encryption of vi-
sual data. In the proposed approach the compression stage uses 
block quantization, which is the core of existing standards such 
as: JPEG, MJPEG and MPEG. It allowed to keep compliance 
with known standards and to obtain comparable performance 
of data compression. The encryption process is based on fast 
parametric orthogonal transforms (FPOTs) and a novel scheme 
of inter-block mixing of data vectors. The proposed method 
can be characterized by higher combinatorial complexity than 
existing methods based on linear transforms and, in addition, 
it is resistant to cryptanalytic attacks known for visual data 
encryption algorithms.

In the research part of the paper it was proved theoretically 
that the proposed encryption scheme does not affect the com-
pression performance based on block quantization with an ad-
ditional step of first order entropy coding. Furthermore, a series 
of experiments concerning joint compression and encryption 
of natural images were performed by embedding the proposed 
encryption scheme into JPEG standard. Finally, we discuss in 
detail the aspects of computational complexity of the method 
and also provide a critical analysis of its resistance to the known 
types of cryptanalytic attacks.

2. Existing visual data encryption methods

The existing methods of visual data encryption can be divid-
ed into two groups: naive and selective. The naive approach 

1. Introduction

For several years, we have been witnessing the rapid popular-
ization of wireless systems for transmission of visual data, i.e. 
static images and video sequences. In such systems due to the 
openness of communication channels transmitted data can be 
easily intercepted by unauthorized recipients. At the present 
time, this problem may concern a number of practical applica-
tions including: communication in remote video surveillance 
systems for household and institutional usage, private and cor-
porate multimedia transmissions, digital television broadcasts, 
media file sharing over public networks, etc. For this reason 
the designers of such systems are strongly advised to take ad-
vantage of secure transmission protocols which mostly employ 
symmetric encryption algorithms, e.g., IDEA, DES, 3DES, or 
AES [1]. In the case of real-time transmissions of visual data 
such algorithms may be computationally too expensive, in par-
ticular for portable devices with battery operation (see [2,3]). It 
should be noted, however, that visual data have a lower value 
than, e.g., financial or military ones. In such a case, cryptana-
lytic attack can by far exceed the value of a broadcast and for 
that reason it would be not of interest to potential adversaries. 
Summarizing, it can be said that transmission of images or vid-
eos requires large volumes of data, while the value of data is 
low (see [4, 5]). For this reason, it is still required to develop 
novel and computationally efficient encryption algorithms that 
guarantee adequate levels of security.

In the case of visual data, except safety, equally important 
is the reduction of data sizes, which translates directly into the 
reduction of bandwidth requirements for transmission channels. 
For this purpose lossy compression algorithms are commonly 
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treats visual data as a sequence of bytes and hence data can 
be encrypted with conventional algorithms, e.g., IDEA, DES, 
3DES, or AES (c.f. [7]). The disadvantage of this approach is 
high computational complexity and concealment of additional 
structures of data stream which in the case of MPEG transmis-
sion may cause difficulties with data synchronization in time. 
The selective approach is oriented to the type of encrypted data 
and takes advantages of some properties of data stream. In this 
group, methods operating in the domain of discrete cosine trans-
form (DCT), i.e. spectral methods, and methods working with 
data representation obtained after entropy coding dominate. In 
the case of spectral methods, we can indicate approaches that 
are based on, e.g., permutation of DC and AC1 coefficients 
within 8 on 8 pixel areas of an image [5, 8, 9], distribution 
of DC coefficients within and permutation of AC coefficients 
between image areas [10], encryption of selected spectral co-
efficients ordered by an amount of contained visual informa-
tion [11, 12], or divided into bit layers [13, 14], and finally 
approaches that modify spectral coefficients with aid of bit-
wise operations [15–17], linear orthogonal matrices [18], or 
non-linear mappings [19]. In the group of methods that encrypt 
data obtained after Huffman entropy coding [20] the typical 
approaches simply change the order of symbols describing se-
quences of zeroed AC coefficients after the step of run-length 
encoding (RLE) [21], or modify the Huffman tables of codes 
maintaining the lengths of codes what ensures unchanged per-
formance of compression [4].

Some of the mentioned visual data encryption methods 
found practical applications providing expected results. Howev-
er, the practical compromise here is to keep high computational 
efficiency by ensuring safety only at the level appropriate for 
data value. Hence, a number of low-cost cryptanalytic attacks 
were developed which are well-fitted to selected encryption 
algorithms which operate in DCT domain [22, 23], as well as 
on Huffman codes representation of data [22]. The safety anal-
ysis of the proposed method in the context of known attacks is 
presented in the following part of the paper.

3. Fast parametric orthogonal transforms

Fast orthogonal parametric transforms (FPOTs) are the class of 
linear transformations with fast computational structures. They 
are computationally efficient and powerful tools of digital sig-
nal processing which find wide application in, e.g., compres-
sion, filtering, and encryption of data [24–32]. FPOTs usually 
adopt the computational structures of known transforms with 
determined basis vectors. However, the fundamental difference 
lies in their parametrization. Due to parametrization it is pos-
sible to adapt transform shape to the class of processed signals 
and to the type of performed operations. 

In accordance with [25] any orthogonal transform can be 
represented as:
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ally adopt the computational structures of known transforms
with determined basis vectors. However, the fundamental dif-
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is possible to adapt transform shape to the class of processed
signals and to the type of performed operations.

In accordance with [25] any orthogonal transform can be
represented as:

V =

(
K

∏
k=1

PK−k+1UK−k

)
P0, (1)

where Pk for k = 0,1, . . . ,K are N on N element permu-
tation matrices, N is a size of transformation, and Uk for
k = 0,1, . . . ,K −1 denote N on N element block-diagonal ma-
trices that contain rotation operations in R2 subspaces on main
diagonals. Thus Uk matrices describe the subsequent stages
on which operations on data are being performed while K is
a number of stages. In this paper, we define rotations in R2

1DC coefficient is a constant component of two-dimensional DCT. AC
refers to the remaining coefficients of that transformation.

subspaces as follows:

Okl =

[
cos(αkl) sin(αkl)

−sin(αkl) cos(αkl)

]
(2)

for k = 0,1, . . . ,K − 1 and l = 0,1, . . . ,N/2− 1 where αkl are
angles of rotation for Okl operators at each stage.

In Fig. 1 a data-flow graph of fast two-stage structure for
N = 8 point transformation used in the following part of the
paper is presented. This structure can be characterized by high
combinatorial capacity allowing to realize any permutation of
elements in input vector [33]. This is an important feature from
the point of view of data encryption. This structure was also
analyzed in terms of its suitability for encryption of data in
paper [34]. The obtained results show high, i.e. equal about
200% of signal energy, expected values of mean square er-
ror of signal reconstruction in the case of exhaustive attacks.
Symbolically by "◦" we denote in Fig. 1 the rotation opera-
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Fig. 1. Data-flow graph of fast two-stage parametric transform for
N = 8

tors Okl wherein operators with the same index k constitute
stages represented in formula (1) by Uk matrices. Matrices
Pk for k = 1,2, . . . ,K −1 describe connections between stages
while matrices P0 and PK define permutations of elements in
input and output vectors respectively. The parameter K defines
a number of stages which for the given structure equals K =
2log2(N)−1. By taking into account the computational com-
plexities of individual operators and their numbers in stages it
is clear that the computational complexity of a given structure
can be estimated as O(N log2 N). Thus such structure can be
regarded as a fast one. The exact number of multiplications
and additions can be expressed as: LMUL = 2N(2log2 N − 1)
and LADD = N(2log2 N − 1). The parameters that determine
the shape of V transformation are the angles of rotation αkl for
k = 0,1, . . . ,K − 1 and l = 0,1, . . . ,N/2− 1. Hence, the total
number of parameters fro a given structure can be described by
the following formula: LPAR = N

2 (2log2 N −1).

4. The proposed method of joint compression
and encryption of data

In this paper the method of joint compression and encryption
of data is proposed. The compression is based on a well-known
and popular block quantization scheme which allows for lossy
compression of data. The encryption stage takes advantage of
orthogonal parametric transforms of arbitrary forms and it is
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where Pk for k = 0,1,…,K are N on N element permutation ma-
trices, N is a size of transformation, and Uk for k = 0,1,…, K – 1 
denote N on N element block-diagonal matrices that contain 
rotation operations in 
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the following formula: LPAR = N

2 (2log2 N −1).

4. The proposed method of joint compression
and encryption of data

In this paper the method of joint compression and encryption
of data is proposed. The compression is based on a well-known
and popular block quantization scheme which allows for lossy
compression of data. The encryption stage takes advantage of
orthogonal parametric transforms of arbitrary forms and it is
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for k = 0,1,…,K – 1 and l = 0,1,…,N/2 – 1 where αkl are angles 
of rotation for Okl operators at each stage. 

In Fig. 1 a data-flow graph of fast two-stage structure for 
N = 8, point transformation used in the following part of the 
paper is presented. This structure can be characterized by high 
combinatorial capacity allowing to realize any permutation of 
elements in input vector [33]. This is an important feature from 
the point of view of data encryption. This structure was also an-
alyzed in terms of its suitability for encryption of data in paper 
[34]. The obtained results show high, i.e. equal about 200% of 
signal energy, expected values of mean square error of signal 
reconstruction in the case of exhaustive attacks.
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Fig. 1. Data-flow graph of fast two-stage parametric transform for 
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Symbolically by “0” we denote in Fig. 1 the rotation op-
erators Okl wherein operators with the same index k consti-
tute stages represented in formula (1) by Uk matrices. Matrices 
Pk for k = 0,1,…,K – 1 describe connections between stages 
while matrices P0 and PK define permutations of elements in 
input and output vectors respectively. The parameter K de-
fines a number of stages which for the given structure equals 
K = 2log2(N). By taking into account the computational com-
plexities of individual operators and their numbers in stages, it 
is clear that the computational complexity of a given structure 
can be estimated as 
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methods working with data representation obtained after en-
tropy coding. In the case of spectral methods, we can indi-
cate approaches that are based on, e.g., permutation of DC and
AC1coefficients within 8 on 8 pixel areas of an image [5, 8, 9],
distribution of DC coefficients within and permutation of AC
coefficients between image areas [10], encryption of selected
spectral coefficients ordered by an amount of contained visual
information [11, 12], or divided into bit layers [13, 14], and fi-
nally approaches that modify spectral coefficients with aid of
bitwise operations [15–17], linear orthogonal matrices [18], or
non-linear mappings [19]. In the group of methods that encrypt
data obtained after Huffman entropy coding [20] the typical
approaches simply change the order of symbols describing se-
quences of zeroed AC coefficients after the step of run-length
encoding (RLE) [21], or modify the Huffman tables of codes
maintaining the lengths of codes what ensures unchanged per-
formance of compression [4].

Some of the mentioned visual data encryption methods
found practical applications providing expected results. How-
ever, the practical compromise here is to keep high computa-
tional efficiency by ensuring safety only at the level appropri-
ate for data value. Hence, a number of low-cost cryptanalytic
attacks were developed which are well-fitted to selected en-
cryption algorithms which operate in DCT domain [22, 23],
as well as on Huffman codes representation of data [22]. The
safety analysis of the proposed method in the context of known
attacks is presented in the following part of the paper.

3. Fast parametric orthogonal transforms

Fast orthogonal parametric transforms (FPOTs) are the class
of linear transformations with fast computational structures.
They are computationally efficient and powerful tools of digi-
tal signal processing which find wide application in, e.g., com-
pression, filtering, and encryption of data [24–32]. FPOTs usu-
ally adopt the computational structures of known transforms
with determined basis vectors. However, the fundamental dif-
ference lies in their parametrization. Due to parametrization it
is possible to adapt transform shape to the class of processed
signals and to the type of performed operations.

In accordance with [25] any orthogonal transform can be
represented as:

V =

(
K

∏
k=1

PK−k+1UK−k

)
P0, (1)

where Pk for k = 0,1, . . . ,K are N on N element permu-
tation matrices, N is a size of transformation, and Uk for
k = 0,1, . . . ,K −1 denote N on N element block-diagonal ma-
trices that contain rotation operations in R2 subspaces on main
diagonals. Thus Uk matrices describe the subsequent stages
on which operations on data are being performed while K is
a number of stages. In this paper, we define rotations in R2

1DC coefficient is a constant component of two-dimensional DCT. AC
refers to the remaining coefficients of that transformation.

subspaces as follows:

Okl =

[
cos(αkl) sin(αkl)

−sin(αkl) cos(αkl)

]
(2)

for k = 0,1, . . . ,K − 1 and l = 0,1, . . . ,N/2− 1 where αkl are
angles of rotation for Okl operators at each stage.

In Fig. 1 a data-flow graph of fast two-stage structure for
N = 8 point transformation used in the following part of the
paper is presented. This structure can be characterized by high
combinatorial capacity allowing to realize any permutation of
elements in input vector [33]. This is an important feature from
the point of view of data encryption. This structure was also
analyzed in terms of its suitability for encryption of data in
paper [34]. The obtained results show high, i.e. equal about
200% of signal energy, expected values of mean square er-
ror of signal reconstruction in the case of exhaustive attacks.
Symbolically by "◦" we denote in Fig. 1 the rotation opera-
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tors Okl wherein operators with the same index k constitute
stages represented in formula (1) by Uk matrices. Matrices
Pk for k = 1,2, . . . ,K −1 describe connections between stages
while matrices P0 and PK define permutations of elements in
input and output vectors respectively. The parameter K defines
a number of stages which for the given structure equals K =
2log2(N)−1. By taking into account the computational com-
plexities of individual operators and their numbers in stages it
is clear that the computational complexity of a given structure
can be estimated as O(N log2 N). Thus such structure can be
regarded as a fast one. The exact number of multiplications
and additions can be expressed as: LMUL = 2N(2log2 N − 1)
and LADD = N(2log2 N − 1). The parameters that determine
the shape of V transformation are the angles of rotation αkl for
k = 0,1, . . . ,K − 1 and l = 0,1, . . . ,N/2− 1. Hence, the total
number of parameters fro a given structure can be described by
the following formula: LPAR = N

2 (2log2 N −1).

4. The proposed method of joint compression
and encryption of data

In this paper the method of joint compression and encryption
of data is proposed. The compression is based on a well-known
and popular block quantization scheme which allows for lossy
compression of data. The encryption stage takes advantage of
orthogonal parametric transforms of arbitrary forms and it is
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methods working with data representation obtained after en-
tropy coding. In the case of spectral methods, we can indi-
cate approaches that are based on, e.g., permutation of DC and
AC1coefficients within 8 on 8 pixel areas of an image [5, 8, 9],
distribution of DC coefficients within and permutation of AC
coefficients between image areas [10], encryption of selected
spectral coefficients ordered by an amount of contained visual
information [11, 12], or divided into bit layers [13, 14], and fi-
nally approaches that modify spectral coefficients with aid of
bitwise operations [15–17], linear orthogonal matrices [18], or
non-linear mappings [19]. In the group of methods that encrypt
data obtained after Huffman entropy coding [20] the typical
approaches simply change the order of symbols describing se-
quences of zeroed AC coefficients after the step of run-length
encoding (RLE) [21], or modify the Huffman tables of codes
maintaining the lengths of codes what ensures unchanged per-
formance of compression [4].

Some of the mentioned visual data encryption methods
found practical applications providing expected results. How-
ever, the practical compromise here is to keep high computa-
tional efficiency by ensuring safety only at the level appropri-
ate for data value. Hence, a number of low-cost cryptanalytic
attacks were developed which are well-fitted to selected en-
cryption algorithms which operate in DCT domain [22, 23],
as well as on Huffman codes representation of data [22]. The
safety analysis of the proposed method in the context of known
attacks is presented in the following part of the paper.

3. Fast parametric orthogonal transforms

Fast orthogonal parametric transforms (FPOTs) are the class
of linear transformations with fast computational structures.
They are computationally efficient and powerful tools of digi-
tal signal processing which find wide application in, e.g., com-
pression, filtering, and encryption of data [24–32]. FPOTs usu-
ally adopt the computational structures of known transforms
with determined basis vectors. However, the fundamental dif-
ference lies in their parametrization. Due to parametrization it
is possible to adapt transform shape to the class of processed
signals and to the type of performed operations.

In accordance with [25] any orthogonal transform can be
represented as:

V =

(
K

∏
k=1

PK−k+1UK−k

)
P0, (1)

where Pk for k = 0,1, . . . ,K are N on N element permu-
tation matrices, N is a size of transformation, and Uk for
k = 0,1, . . . ,K −1 denote N on N element block-diagonal ma-
trices that contain rotation operations in R2 subspaces on main
diagonals. Thus Uk matrices describe the subsequent stages
on which operations on data are being performed while K is
a number of stages. In this paper, we define rotations in R2

1DC coefficient is a constant component of two-dimensional DCT. AC
refers to the remaining coefficients of that transformation.

subspaces as follows:

Okl =

[
cos(αkl) sin(αkl)

−sin(αkl) cos(αkl)

]
(2)

for k = 0,1, . . . ,K − 1 and l = 0,1, . . . ,N/2− 1 where αkl are
angles of rotation for Okl operators at each stage.

In Fig. 1 a data-flow graph of fast two-stage structure for
N = 8 point transformation used in the following part of the
paper is presented. This structure can be characterized by high
combinatorial capacity allowing to realize any permutation of
elements in input vector [33]. This is an important feature from
the point of view of data encryption. This structure was also
analyzed in terms of its suitability for encryption of data in
paper [34]. The obtained results show high, i.e. equal about
200% of signal energy, expected values of mean square er-
ror of signal reconstruction in the case of exhaustive attacks.
Symbolically by "◦" we denote in Fig. 1 the rotation opera-
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tors Okl wherein operators with the same index k constitute
stages represented in formula (1) by Uk matrices. Matrices
Pk for k = 1,2, . . . ,K −1 describe connections between stages
while matrices P0 and PK define permutations of elements in
input and output vectors respectively. The parameter K defines
a number of stages which for the given structure equals K =
2log2(N)−1. By taking into account the computational com-
plexities of individual operators and their numbers in stages it
is clear that the computational complexity of a given structure
can be estimated as O(N log2 N). Thus such structure can be
regarded as a fast one. The exact number of multiplications
and additions can be expressed as: LMUL = 2N(2log2 N − 1)
and LADD = N(2log2 N − 1). The parameters that determine
the shape of V transformation are the angles of rotation αkl for
k = 0,1, . . . ,K − 1 and l = 0,1, . . . ,N/2− 1. Hence, the total
number of parameters fro a given structure can be described by
the following formula: LPAR = N

2 (2log2 N −1).

4. The proposed method of joint compression
and encryption of data

In this paper the method of joint compression and encryption
of data is proposed. The compression is based on a well-known
and popular block quantization scheme which allows for lossy
compression of data. The encryption stage takes advantage of
orthogonal parametric transforms of arbitrary forms and it is

2 Bull. Pol. Ac.: Tech. XX(Y) 2016

 
and 

D. Puchala and M. M. Yatsymirskyy

methods working with data representation obtained after en-
tropy coding. In the case of spectral methods, we can indi-
cate approaches that are based on, e.g., permutation of DC and
AC1coefficients within 8 on 8 pixel areas of an image [5, 8, 9],
distribution of DC coefficients within and permutation of AC
coefficients between image areas [10], encryption of selected
spectral coefficients ordered by an amount of contained visual
information [11, 12], or divided into bit layers [13, 14], and fi-
nally approaches that modify spectral coefficients with aid of
bitwise operations [15–17], linear orthogonal matrices [18], or
non-linear mappings [19]. In the group of methods that encrypt
data obtained after Huffman entropy coding [20] the typical
approaches simply change the order of symbols describing se-
quences of zeroed AC coefficients after the step of run-length
encoding (RLE) [21], or modify the Huffman tables of codes
maintaining the lengths of codes what ensures unchanged per-
formance of compression [4].

Some of the mentioned visual data encryption methods
found practical applications providing expected results. How-
ever, the practical compromise here is to keep high computa-
tional efficiency by ensuring safety only at the level appropri-
ate for data value. Hence, a number of low-cost cryptanalytic
attacks were developed which are well-fitted to selected en-
cryption algorithms which operate in DCT domain [22, 23],
as well as on Huffman codes representation of data [22]. The
safety analysis of the proposed method in the context of known
attacks is presented in the following part of the paper.

3. Fast parametric orthogonal transforms

Fast orthogonal parametric transforms (FPOTs) are the class
of linear transformations with fast computational structures.
They are computationally efficient and powerful tools of digi-
tal signal processing which find wide application in, e.g., com-
pression, filtering, and encryption of data [24–32]. FPOTs usu-
ally adopt the computational structures of known transforms
with determined basis vectors. However, the fundamental dif-
ference lies in their parametrization. Due to parametrization it
is possible to adapt transform shape to the class of processed
signals and to the type of performed operations.

In accordance with [25] any orthogonal transform can be
represented as:

V =

(
K

∏
k=1

PK−k+1UK−k

)
P0, (1)

where Pk for k = 0,1, . . . ,K are N on N element permu-
tation matrices, N is a size of transformation, and Uk for
k = 0,1, . . . ,K −1 denote N on N element block-diagonal ma-
trices that contain rotation operations in R2 subspaces on main
diagonals. Thus Uk matrices describe the subsequent stages
on which operations on data are being performed while K is
a number of stages. In this paper, we define rotations in R2

1DC coefficient is a constant component of two-dimensional DCT. AC
refers to the remaining coefficients of that transformation.

subspaces as follows:

Okl =

[
cos(αkl) sin(αkl)

−sin(αkl) cos(αkl)

]
(2)

for k = 0,1, . . . ,K − 1 and l = 0,1, . . . ,N/2− 1 where αkl are
angles of rotation for Okl operators at each stage.

In Fig. 1 a data-flow graph of fast two-stage structure for
N = 8 point transformation used in the following part of the
paper is presented. This structure can be characterized by high
combinatorial capacity allowing to realize any permutation of
elements in input vector [33]. This is an important feature from
the point of view of data encryption. This structure was also
analyzed in terms of its suitability for encryption of data in
paper [34]. The obtained results show high, i.e. equal about
200% of signal energy, expected values of mean square er-
ror of signal reconstruction in the case of exhaustive attacks.
Symbolically by "◦" we denote in Fig. 1 the rotation opera-
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tors Okl wherein operators with the same index k constitute
stages represented in formula (1) by Uk matrices. Matrices
Pk for k = 1,2, . . . ,K −1 describe connections between stages
while matrices P0 and PK define permutations of elements in
input and output vectors respectively. The parameter K defines
a number of stages which for the given structure equals K =
2log2(N)−1. By taking into account the computational com-
plexities of individual operators and their numbers in stages it
is clear that the computational complexity of a given structure
can be estimated as O(N log2 N). Thus such structure can be
regarded as a fast one. The exact number of multiplications
and additions can be expressed as: LMUL = 2N(2log2 N − 1)
and LADD = N(2log2 N − 1). The parameters that determine
the shape of V transformation are the angles of rotation αkl for
k = 0,1, . . . ,K − 1 and l = 0,1, . . . ,N/2− 1. Hence, the total
number of parameters fro a given structure can be described by
the following formula: LPAR = N

2 (2log2 N −1).

4. The proposed method of joint compression
and encryption of data

In this paper the method of joint compression and encryption
of data is proposed. The compression is based on a well-known
and popular block quantization scheme which allows for lossy
compression of data. The encryption stage takes advantage of
orthogonal parametric transforms of arbitrary forms and it is
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1DC coefficient is a constant component of two-dimensional DCT. AC refers 
to the remaining coefficients of that transformation.
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k = 0,1,…,K – 1 and l = 0,1,…,N/2 – 1. Hence, the total num-
ber of parameters for a given structure can be described by the 
following formula: 
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methods working with data representation obtained after en-
tropy coding. In the case of spectral methods, we can indi-
cate approaches that are based on, e.g., permutation of DC and
AC1coefficients within 8 on 8 pixel areas of an image [5, 8, 9],
distribution of DC coefficients within and permutation of AC
coefficients between image areas [10], encryption of selected
spectral coefficients ordered by an amount of contained visual
information [11, 12], or divided into bit layers [13, 14], and fi-
nally approaches that modify spectral coefficients with aid of
bitwise operations [15–17], linear orthogonal matrices [18], or
non-linear mappings [19]. In the group of methods that encrypt
data obtained after Huffman entropy coding [20] the typical
approaches simply change the order of symbols describing se-
quences of zeroed AC coefficients after the step of run-length
encoding (RLE) [21], or modify the Huffman tables of codes
maintaining the lengths of codes what ensures unchanged per-
formance of compression [4].

Some of the mentioned visual data encryption methods
found practical applications providing expected results. How-
ever, the practical compromise here is to keep high computa-
tional efficiency by ensuring safety only at the level appropri-
ate for data value. Hence, a number of low-cost cryptanalytic
attacks were developed which are well-fitted to selected en-
cryption algorithms which operate in DCT domain [22, 23],
as well as on Huffman codes representation of data [22]. The
safety analysis of the proposed method in the context of known
attacks is presented in the following part of the paper.

3. Fast parametric orthogonal transforms

Fast orthogonal parametric transforms (FPOTs) are the class
of linear transformations with fast computational structures.
They are computationally efficient and powerful tools of digi-
tal signal processing which find wide application in, e.g., com-
pression, filtering, and encryption of data [24–32]. FPOTs usu-
ally adopt the computational structures of known transforms
with determined basis vectors. However, the fundamental dif-
ference lies in their parametrization. Due to parametrization it
is possible to adapt transform shape to the class of processed
signals and to the type of performed operations.

In accordance with [25] any orthogonal transform can be
represented as:

V =

(
K

∏
k=1

PK−k+1UK−k

)
P0, (1)

where Pk for k = 0,1, . . . ,K are N on N element permu-
tation matrices, N is a size of transformation, and Uk for
k = 0,1, . . . ,K −1 denote N on N element block-diagonal ma-
trices that contain rotation operations in R2 subspaces on main
diagonals. Thus Uk matrices describe the subsequent stages
on which operations on data are being performed while K is
a number of stages. In this paper, we define rotations in R2

1DC coefficient is a constant component of two-dimensional DCT. AC
refers to the remaining coefficients of that transformation.

subspaces as follows:

Okl =

[
cos(αkl) sin(αkl)

−sin(αkl) cos(αkl)

]
(2)

for k = 0,1, . . . ,K − 1 and l = 0,1, . . . ,N/2− 1 where αkl are
angles of rotation for Okl operators at each stage.

In Fig. 1 a data-flow graph of fast two-stage structure for
N = 8 point transformation used in the following part of the
paper is presented. This structure can be characterized by high
combinatorial capacity allowing to realize any permutation of
elements in input vector [33]. This is an important feature from
the point of view of data encryption. This structure was also
analyzed in terms of its suitability for encryption of data in
paper [34]. The obtained results show high, i.e. equal about
200% of signal energy, expected values of mean square er-
ror of signal reconstruction in the case of exhaustive attacks.
Symbolically by "◦" we denote in Fig. 1 the rotation opera-
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tors Okl wherein operators with the same index k constitute
stages represented in formula (1) by Uk matrices. Matrices
Pk for k = 1,2, . . . ,K −1 describe connections between stages
while matrices P0 and PK define permutations of elements in
input and output vectors respectively. The parameter K defines
a number of stages which for the given structure equals K =
2log2(N)−1. By taking into account the computational com-
plexities of individual operators and their numbers in stages it
is clear that the computational complexity of a given structure
can be estimated as O(N log2 N). Thus such structure can be
regarded as a fast one. The exact number of multiplications
and additions can be expressed as: LMUL = 2N(2log2 N − 1)
and LADD = N(2log2 N − 1). The parameters that determine
the shape of V transformation are the angles of rotation αkl for
k = 0,1, . . . ,K − 1 and l = 0,1, . . . ,N/2− 1. Hence, the total
number of parameters fro a given structure can be described by
the following formula: LPAR = N

2 (2log2 N −1).

4. The proposed method of joint compression
and encryption of data

In this paper the method of joint compression and encryption
of data is proposed. The compression is based on a well-known
and popular block quantization scheme which allows for lossy
compression of data. The encryption stage takes advantage of
orthogonal parametric transforms of arbitrary forms and it is
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and encryption of data

In this paper the method of joint compression and encryption 
of data is proposed. The compression is based on a well-known 
and popular block quantization scheme which allows for lossy 
compression of data. The encryption stage takes advantage of 
orthogonal parametric transforms of arbitrary forms and it is 
implemented in a novel scheme of intra-block mixing of data 
vectors. In this section, we describe the mentioned issues.

4.1. Block quantization. Introduced in [35], block quantization 
is one of the most widely utilized schemes of lossy compression 
of visual data. It is the core of the following compression stan-
dards: JPEG, MJPEG, and MPEG [6]. The consecutive steps 
of data compression and decompression for block quantization 
are presented in Fig. 2.

U
x

i
y

i
quantization

y
i entropy 

coding

transmission of 

data

U
 T

y
i

dequantization
y

ientropy 
decoding

transmission 
of data

z
i

a. Data compression stage.

b. Data decompression stage.

^

Fig. 2. Block quantization scheme with stages of data compression 
and decompression

At the compression stage we introduce to the input of the 
scheme N-element column vectors xi for i = 0,1,…,M – 1 which 
contain real-valued samples of input signal. These vectors are 
then transformed into the domain of U transformation as yi = Uxi 
where U is N on N element matrix. Here the orthogonality of U 
transformation is assumed, i.e. UT U = I where I is an identity 
matrix. The next step is a scalar quantization of vector compo-
nents yi(n) which in practice takes the form of uniform scalar 
quantization (cf. [36]). The purpose of this step is to reduce the 
number of bits required for storing components of vectors 
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implemented in a novel scheme of intra-block mixing of data
vectors. In this section, we describe the mentioned issues.

4.1. Block quantization. Introduced in [35] block quantiza-
tion is one of the most widely used in practice schemes of
lossy compression of visual data. It is a core of the following
compression standards: JPEG, MJPEG, and MPEG [6]. The
consecutive steps of data compression and decompression for
block quantization are presented in Fig. 2.

At the compression stage we introduce to the input of the
scheme N-element column vectors xi for i = 0,1, . . . ,M − 1
which contain real-valued samples of input signal. These vec-
tors are then transformed into the domain of U transforma-
tion as yi = Uxi where U is N on N element matrix. Here the
orthogonality of U transformation is assumed, i.e. UTU = I
where I is an identity matrix. The next step is a scalar quanti-
zation of vector components yi(n) which in practice takes the
form of uniform scalar quantization (cf. [36]). The purpose of
this step is to reduce the number of bits required for storing
components of vectors yi and this is a lossy operation. In the
final step the components of vectors yi are subjected to lossless
entropy coding, e.g. using Huffman codes [20], and then are
transmitted by a broadcast channel to the recipient. It can be
proved [36] that with the optimal allocation of bits to individ-
ual vector components the mean square error (MSE) resulting
from quantization, i.e. the signal reconstruction error, equals:

εMSE =
16
3

N2−2Θ

(
N−1

∏
n=0

σ2
y(n)

) 1
N

, (3)

where Θ is a mean number of bits allocated to components of
vectors yi, and σ2

y(n) are the variances of individual components
yi(n) for n = 0,1, . . . ,N − 1. In accordance with [37] the op-
timal transform U , i.e. the transformation that minimizes the
value of the following product:

Dy =

(
N−1

∏
n=0

σ2
y(n)

)
, (4)

is the orthogonal Karhunen-Loève transform (KLT). However,
in practice due to high computational complexity of KLT its
fast approximations with complexity reduced by one order of
magnitude, i.e. to O(Nlog2N) level, are preferred. In the case
of natural images such approximation is the fast algorithm for
discrete cosine transform of the second type (DCT) [6].

The decompression stage involves the following steps: en-
tropy decoding, dequantization, and transformation to the sig-
nal domain, i.e. zi = UT ŷi. The MSE of signal reconstruction
defined as: εMSE = 1

M ∑M−1
i=0 ‖xi − zi‖2, where ‖ · ‖ is the Eu-

clidean norm, is expressed in terms of formula (3).

4.2. Intra-block mixing scheme. The proposed approach ex-
tends the scheme from Fig. 2 by an additional step of data en-
cryption. The natural assumption here is that the additional
step should not affect the compression efficiency, i.e. it should
not increase the reconstruction error εMSE for the given value
of a mean number of bits Θ (see formula (3)).

In the group of known methods of encryption of visual data
which are based on orthogonal transforms we can indicate such
that do not change the product of variances Dy and hence do
not affect the compression efficiency in terms of expression
(3). We have here in mind approaches based on diagonal ma-
trices with elements {−1,1} [4] or permutation matrices [5].
In both cases input vectors for the encryption stage are directly
multiplied by a ciphering matrix, i.e. vi = Aui where {ui} is
a set of plain vectors, {vi} is a set of encrypted vectors, and
A is a ciphering transform. With such encryption formula the
ciphering matrices of the mentioned forms do not change the
value of Dy (see (4)) if only ui = yi for i = 0,1, . . . ,M − 1. It
is clear then that in the case of method [4] the values and the
order of variances is preserved. For the method from paper [5]
the order of AC coefficients, and thus the order of their vari-
ances is modified. Although the change of order of variances
does not affect the value of Dy product the permutation of AC
coefficients can have a tremendous impact on the lengths of se-
quences of zeroed coefficients obtained after quantization, and
for this reason it can also decrease the effectiveness of com-
pression in such standards as: JPEG, MJPEG, or MPEG. In
addition, the methods from [4,5] take advantage of orthogonal
transforms of specific and narrow classes and can be used only
in the domain of U transform, i.e. they can operate only on the
set of {yi} vectors.

In the proposed method we use different approach which as-
sumes that the encryption step operates not on individual vec-
tors but on their disjoint blocks composed of N vectors with
N elements each that are selected arbitrarily from the whole
set of input data. The proposed encryption step is presented in
the form of diagram in Fig. 3 and it is also formulated as the
algorithm.

Algorithm. Let there be given a set of N-element plain vectors
{ui} for i = 0,1, . . . ,M−1.

1. Define injective function f (q,r) that takes integer values
in the range of 0 to M − 1 for q = 0,1, . . . ,M/N − 1 and
r = 0,1, . . . ,N − 1. The purpose of this function is to map
plain vectors into vectors in blocks.

2. Prepare the list of orthogonal ciphering matrices {Aq} for
q = 0,1, . . . ,M/N −1.

3. Group plain data vectors into M/N disjoint blocks {u f (q,r) :
r = 0,1, . . . ,N −1} for q = 0,1, . . . ,M/N −1.

4. Within a given block q mix elements of vectors {u f (q,r)} for

Bull. Pol. Ac.: Tech. XX(Y) 2016 3

i 
and this is a lossy operation. In the final step the components of 
vectors 

Joint Compression And Encryption of Visual Data

U
x

i
y

i
quantization

y
i entropy 

coding

transmission of 

data

U
 T

y
i

dequantization
y

ientropy 
decoding

transmission 
of data

z
i

a. Data compression stage.

b. Data decompression stage.

^

Fig. 2. Block quantization scheme with stages of data compression
and decompression

implemented in a novel scheme of intra-block mixing of data
vectors. In this section, we describe the mentioned issues.

4.1. Block quantization. Introduced in [35] block quantiza-
tion is one of the most widely used in practice schemes of
lossy compression of visual data. It is a core of the following
compression standards: JPEG, MJPEG, and MPEG [6]. The
consecutive steps of data compression and decompression for
block quantization are presented in Fig. 2.

At the compression stage we introduce to the input of the
scheme N-element column vectors xi for i = 0,1, . . . ,M − 1
which contain real-valued samples of input signal. These vec-
tors are then transformed into the domain of U transforma-
tion as yi = Uxi where U is N on N element matrix. Here the
orthogonality of U transformation is assumed, i.e. UTU = I
where I is an identity matrix. The next step is a scalar quanti-
zation of vector components yi(n) which in practice takes the
form of uniform scalar quantization (cf. [36]). The purpose of
this step is to reduce the number of bits required for storing
components of vectors yi and this is a lossy operation. In the
final step the components of vectors yi are subjected to lossless
entropy coding, e.g. using Huffman codes [20], and then are
transmitted by a broadcast channel to the recipient. It can be
proved [36] that with the optimal allocation of bits to individ-
ual vector components the mean square error (MSE) resulting
from quantization, i.e. the signal reconstruction error, equals:

εMSE =
16
3

N2−2Θ

(
N−1

∏
n=0

σ2
y(n)

) 1
N

, (3)

where Θ is a mean number of bits allocated to components of
vectors yi, and σ2

y(n) are the variances of individual components
yi(n) for n = 0,1, . . . ,N − 1. In accordance with [37] the op-
timal transform U , i.e. the transformation that minimizes the
value of the following product:

Dy =

(
N−1

∏
n=0

σ2
y(n)

)
, (4)

is the orthogonal Karhunen-Loève transform (KLT). However,
in practice due to high computational complexity of KLT its
fast approximations with complexity reduced by one order of
magnitude, i.e. to O(Nlog2N) level, are preferred. In the case
of natural images such approximation is the fast algorithm for
discrete cosine transform of the second type (DCT) [6].

The decompression stage involves the following steps: en-
tropy decoding, dequantization, and transformation to the sig-
nal domain, i.e. zi = UT ŷi. The MSE of signal reconstruction
defined as: εMSE = 1

M ∑M−1
i=0 ‖xi − zi‖2, where ‖ · ‖ is the Eu-

clidean norm, is expressed in terms of formula (3).

4.2. Intra-block mixing scheme. The proposed approach ex-
tends the scheme from Fig. 2 by an additional step of data en-
cryption. The natural assumption here is that the additional
step should not affect the compression efficiency, i.e. it should
not increase the reconstruction error εMSE for the given value
of a mean number of bits Θ (see formula (3)).

In the group of known methods of encryption of visual data
which are based on orthogonal transforms we can indicate such
that do not change the product of variances Dy and hence do
not affect the compression efficiency in terms of expression
(3). We have here in mind approaches based on diagonal ma-
trices with elements {−1,1} [4] or permutation matrices [5].
In both cases input vectors for the encryption stage are directly
multiplied by a ciphering matrix, i.e. vi = Aui where {ui} is
a set of plain vectors, {vi} is a set of encrypted vectors, and
A is a ciphering transform. With such encryption formula the
ciphering matrices of the mentioned forms do not change the
value of Dy (see (4)) if only ui = yi for i = 0,1, . . . ,M − 1. It
is clear then that in the case of method [4] the values and the
order of variances is preserved. For the method from paper [5]
the order of AC coefficients, and thus the order of their vari-
ances is modified. Although the change of order of variances
does not affect the value of Dy product the permutation of AC
coefficients can have a tremendous impact on the lengths of se-
quences of zeroed coefficients obtained after quantization, and
for this reason it can also decrease the effectiveness of com-
pression in such standards as: JPEG, MJPEG, or MPEG. In
addition, the methods from [4,5] take advantage of orthogonal
transforms of specific and narrow classes and can be used only
in the domain of U transform, i.e. they can operate only on the
set of {yi} vectors.

In the proposed method we use different approach which as-
sumes that the encryption step operates not on individual vec-
tors but on their disjoint blocks composed of N vectors with
N elements each that are selected arbitrarily from the whole
set of input data. The proposed encryption step is presented in
the form of diagram in Fig. 3 and it is also formulated as the
algorithm.

Algorithm. Let there be given a set of N-element plain vectors
{ui} for i = 0,1, . . . ,M−1.

1. Define injective function f (q,r) that takes integer values
in the range of 0 to M − 1 for q = 0,1, . . . ,M/N − 1 and
r = 0,1, . . . ,N − 1. The purpose of this function is to map
plain vectors into vectors in blocks.

2. Prepare the list of orthogonal ciphering matrices {Aq} for
q = 0,1, . . . ,M/N −1.

3. Group plain data vectors into M/N disjoint blocks {u f (q,r) :
r = 0,1, . . . ,N −1} for q = 0,1, . . . ,M/N −1.

4. Within a given block q mix elements of vectors {u f (q,r)} for

Bull. Pol. Ac.: Tech. XX(Y) 2016 3

i  are subjected to lossless entropy coding, e.g. using 
Huffman codes [20], and then are transmitted by a broadcast 
channel to the recipient. It can be proved [36] that with the 
optimal allocation of bits to individual vector components, the 
mean square error (MSE) resulting from quantization, i.e. the 
signal reconstruction error, equals:

Joint Compression And Encryption of Visual Data

U
x

i
y

i
quantization

y
i entropy 

coding

transmission of 

data

U
 T

y
i

dequantization
y

ientropy 
decoding

transmission 
of data

z
i

a. Data compression stage.

b. Data decompression stage.

^

Fig. 2. Block quantization scheme with stages of data compression
and decompression

implemented in a novel scheme of intra-block mixing of data
vectors. In this section, we describe the mentioned issues.

4.1. Block quantization. Introduced in [35] block quantiza-
tion is one of the most widely used in practice schemes of
lossy compression of visual data. It is a core of the following
compression standards: JPEG, MJPEG, and MPEG [6]. The
consecutive steps of data compression and decompression for
block quantization are presented in Fig. 2.

At the compression stage we introduce to the input of the
scheme N-element column vectors xi for i = 0,1, . . . ,M − 1
which contain real-valued samples of input signal. These vec-
tors are then transformed into the domain of U transforma-
tion as yi = Uxi where U is N on N element matrix. Here the
orthogonality of U transformation is assumed, i.e. UTU = I
where I is an identity matrix. The next step is a scalar quanti-
zation of vector components yi(n) which in practice takes the
form of uniform scalar quantization (cf. [36]). The purpose of
this step is to reduce the number of bits required for storing
components of vectors yi and this is a lossy operation. In the
final step the components of vectors yi are subjected to lossless
entropy coding, e.g. using Huffman codes [20], and then are
transmitted by a broadcast channel to the recipient. It can be
proved [36] that with the optimal allocation of bits to individ-
ual vector components the mean square error (MSE) resulting
from quantization, i.e. the signal reconstruction error, equals:

εMSE =
16
3

N2−2Θ

(
N−1

∏
n=0

σ2
y(n)

) 1
N

, (3)

where Θ is a mean number of bits allocated to components of
vectors yi, and σ2

y(n) are the variances of individual components
yi(n) for n = 0,1, . . . ,N − 1. In accordance with [37] the op-
timal transform U , i.e. the transformation that minimizes the
value of the following product:

Dy =

(
N−1

∏
n=0

σ2
y(n)

)
, (4)

is the orthogonal Karhunen-Loève transform (KLT). However,
in practice due to high computational complexity of KLT its
fast approximations with complexity reduced by one order of
magnitude, i.e. to O(Nlog2N) level, are preferred. In the case
of natural images such approximation is the fast algorithm for
discrete cosine transform of the second type (DCT) [6].

The decompression stage involves the following steps: en-
tropy decoding, dequantization, and transformation to the sig-
nal domain, i.e. zi = UT ŷi. The MSE of signal reconstruction
defined as: εMSE = 1

M ∑M−1
i=0 ‖xi − zi‖2, where ‖ · ‖ is the Eu-

clidean norm, is expressed in terms of formula (3).

4.2. Intra-block mixing scheme. The proposed approach ex-
tends the scheme from Fig. 2 by an additional step of data en-
cryption. The natural assumption here is that the additional
step should not affect the compression efficiency, i.e. it should
not increase the reconstruction error εMSE for the given value
of a mean number of bits Θ (see formula (3)).

In the group of known methods of encryption of visual data
which are based on orthogonal transforms we can indicate such
that do not change the product of variances Dy and hence do
not affect the compression efficiency in terms of expression
(3). We have here in mind approaches based on diagonal ma-
trices with elements {−1,1} [4] or permutation matrices [5].
In both cases input vectors for the encryption stage are directly
multiplied by a ciphering matrix, i.e. vi = Aui where {ui} is
a set of plain vectors, {vi} is a set of encrypted vectors, and
A is a ciphering transform. With such encryption formula the
ciphering matrices of the mentioned forms do not change the
value of Dy (see (4)) if only ui = yi for i = 0,1, . . . ,M − 1. It
is clear then that in the case of method [4] the values and the
order of variances is preserved. For the method from paper [5]
the order of AC coefficients, and thus the order of their vari-
ances is modified. Although the change of order of variances
does not affect the value of Dy product the permutation of AC
coefficients can have a tremendous impact on the lengths of se-
quences of zeroed coefficients obtained after quantization, and
for this reason it can also decrease the effectiveness of com-
pression in such standards as: JPEG, MJPEG, or MPEG. In
addition, the methods from [4,5] take advantage of orthogonal
transforms of specific and narrow classes and can be used only
in the domain of U transform, i.e. they can operate only on the
set of {yi} vectors.

In the proposed method we use different approach which as-
sumes that the encryption step operates not on individual vec-
tors but on their disjoint blocks composed of N vectors with
N elements each that are selected arbitrarily from the whole
set of input data. The proposed encryption step is presented in
the form of diagram in Fig. 3 and it is also formulated as the
algorithm.

Algorithm. Let there be given a set of N-element plain vectors
{ui} for i = 0,1, . . . ,M−1.

1. Define injective function f (q,r) that takes integer values
in the range of 0 to M − 1 for q = 0,1, . . . ,M/N − 1 and
r = 0,1, . . . ,N − 1. The purpose of this function is to map
plain vectors into vectors in blocks.

2. Prepare the list of orthogonal ciphering matrices {Aq} for
q = 0,1, . . . ,M/N −1.

3. Group plain data vectors into M/N disjoint blocks {u f (q,r) :
r = 0,1, . . . ,N −1} for q = 0,1, . . . ,M/N −1.

4. Within a given block q mix elements of vectors {u f (q,r)} for
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Fig. 2. Block quantization scheme with stages of data compression
and decompression

implemented in a novel scheme of intra-block mixing of data
vectors. In this section, we describe the mentioned issues.

4.1. Block quantization. Introduced in [35] block quantiza-
tion is one of the most widely used in practice schemes of
lossy compression of visual data. It is a core of the following
compression standards: JPEG, MJPEG, and MPEG [6]. The
consecutive steps of data compression and decompression for
block quantization are presented in Fig. 2.

At the compression stage we introduce to the input of the
scheme N-element column vectors xi for i = 0,1, . . . ,M − 1
which contain real-valued samples of input signal. These vec-
tors are then transformed into the domain of U transforma-
tion as yi = Uxi where U is N on N element matrix. Here the
orthogonality of U transformation is assumed, i.e. UTU = I
where I is an identity matrix. The next step is a scalar quanti-
zation of vector components yi(n) which in practice takes the
form of uniform scalar quantization (cf. [36]). The purpose of
this step is to reduce the number of bits required for storing
components of vectors yi and this is a lossy operation. In the
final step the components of vectors yi are subjected to lossless
entropy coding, e.g. using Huffman codes [20], and then are
transmitted by a broadcast channel to the recipient. It can be
proved [36] that with the optimal allocation of bits to individ-
ual vector components the mean square error (MSE) resulting
from quantization, i.e. the signal reconstruction error, equals:

εMSE =
16
3

N2−2Θ

(
N−1

∏
n=0

σ2
y(n)

) 1
N

, (3)

where Θ is a mean number of bits allocated to components of
vectors yi, and σ2

y(n) are the variances of individual components
yi(n) for n = 0,1, . . . ,N − 1. In accordance with [37] the op-
timal transform U , i.e. the transformation that minimizes the
value of the following product:

Dy =

(
N−1

∏
n=0

σ2
y(n)

)
, (4)

is the orthogonal Karhunen-Loève transform (KLT). However,
in practice due to high computational complexity of KLT its
fast approximations with complexity reduced by one order of
magnitude, i.e. to O(Nlog2N) level, are preferred. In the case
of natural images such approximation is the fast algorithm for
discrete cosine transform of the second type (DCT) [6].

The decompression stage involves the following steps: en-
tropy decoding, dequantization, and transformation to the sig-
nal domain, i.e. zi = UT ŷi. The MSE of signal reconstruction
defined as: εMSE = 1

M ∑M−1
i=0 ‖xi − zi‖2, where ‖ · ‖ is the Eu-

clidean norm, is expressed in terms of formula (3).

4.2. Intra-block mixing scheme. The proposed approach ex-
tends the scheme from Fig. 2 by an additional step of data en-
cryption. The natural assumption here is that the additional
step should not affect the compression efficiency, i.e. it should
not increase the reconstruction error εMSE for the given value
of a mean number of bits Θ (see formula (3)).

In the group of known methods of encryption of visual data
which are based on orthogonal transforms we can indicate such
that do not change the product of variances Dy and hence do
not affect the compression efficiency in terms of expression
(3). We have here in mind approaches based on diagonal ma-
trices with elements {−1,1} [4] or permutation matrices [5].
In both cases input vectors for the encryption stage are directly
multiplied by a ciphering matrix, i.e. vi = Aui where {ui} is
a set of plain vectors, {vi} is a set of encrypted vectors, and
A is a ciphering transform. With such encryption formula the
ciphering matrices of the mentioned forms do not change the
value of Dy (see (4)) if only ui = yi for i = 0,1, . . . ,M − 1. It
is clear then that in the case of method [4] the values and the
order of variances is preserved. For the method from paper [5]
the order of AC coefficients, and thus the order of their vari-
ances is modified. Although the change of order of variances
does not affect the value of Dy product the permutation of AC
coefficients can have a tremendous impact on the lengths of se-
quences of zeroed coefficients obtained after quantization, and
for this reason it can also decrease the effectiveness of com-
pression in such standards as: JPEG, MJPEG, or MPEG. In
addition, the methods from [4,5] take advantage of orthogonal
transforms of specific and narrow classes and can be used only
in the domain of U transform, i.e. they can operate only on the
set of {yi} vectors.

In the proposed method we use different approach which as-
sumes that the encryption step operates not on individual vec-
tors but on their disjoint blocks composed of N vectors with
N elements each that are selected arbitrarily from the whole
set of input data. The proposed encryption step is presented in
the form of diagram in Fig. 3 and it is also formulated as the
algorithm.

Algorithm. Let there be given a set of N-element plain vectors
{ui} for i = 0,1, . . . ,M−1.

1. Define injective function f (q,r) that takes integer values
in the range of 0 to M − 1 for q = 0,1, . . . ,M/N − 1 and
r = 0,1, . . . ,N − 1. The purpose of this function is to map
plain vectors into vectors in blocks.

2. Prepare the list of orthogonal ciphering matrices {Aq} for
q = 0,1, . . . ,M/N −1.

3. Group plain data vectors into M/N disjoint blocks {u f (q,r) :
r = 0,1, . . . ,N −1} for q = 0,1, . . . ,M/N −1.

4. Within a given block q mix elements of vectors {u f (q,r)} for

Bull. Pol. Ac.: Tech. XX(Y) 2016 3

 are the variances of individual components 
yi(n) for n = 0,1,…,N/2 – 1. In accordance with [37] the optimal 
transform U, i.e. the transformation that minimizes the value of 
the following product: 

Joint Compression And Encryption of Visual Data

U
x

i
y

i
quantization

y
i entropy 

coding

transmission of 

data

U
 T

y
i

dequantization
y

ientropy 
decoding

transmission 
of data

z
i

a. Data compression stage.

b. Data decompression stage.

^

Fig. 2. Block quantization scheme with stages of data compression
and decompression

implemented in a novel scheme of intra-block mixing of data
vectors. In this section, we describe the mentioned issues.

4.1. Block quantization. Introduced in [35] block quantiza-
tion is one of the most widely used in practice schemes of
lossy compression of visual data. It is a core of the following
compression standards: JPEG, MJPEG, and MPEG [6]. The
consecutive steps of data compression and decompression for
block quantization are presented in Fig. 2.

At the compression stage we introduce to the input of the
scheme N-element column vectors xi for i = 0,1, . . . ,M − 1
which contain real-valued samples of input signal. These vec-
tors are then transformed into the domain of U transforma-
tion as yi = Uxi where U is N on N element matrix. Here the
orthogonality of U transformation is assumed, i.e. UTU = I
where I is an identity matrix. The next step is a scalar quanti-
zation of vector components yi(n) which in practice takes the
form of uniform scalar quantization (cf. [36]). The purpose of
this step is to reduce the number of bits required for storing
components of vectors yi and this is a lossy operation. In the
final step the components of vectors yi are subjected to lossless
entropy coding, e.g. using Huffman codes [20], and then are
transmitted by a broadcast channel to the recipient. It can be
proved [36] that with the optimal allocation of bits to individ-
ual vector components the mean square error (MSE) resulting
from quantization, i.e. the signal reconstruction error, equals:

εMSE =
16
3

N2−2Θ

(
N−1

∏
n=0

σ2
y(n)

) 1
N

, (3)

where Θ is a mean number of bits allocated to components of
vectors yi, and σ2

y(n) are the variances of individual components
yi(n) for n = 0,1, . . . ,N − 1. In accordance with [37] the op-
timal transform U , i.e. the transformation that minimizes the
value of the following product:

Dy =

(
N−1

∏
n=0

σ2
y(n)

)
, (4)

is the orthogonal Karhunen-Loève transform (KLT). However,
in practice due to high computational complexity of KLT its
fast approximations with complexity reduced by one order of
magnitude, i.e. to O(Nlog2N) level, are preferred. In the case
of natural images such approximation is the fast algorithm for
discrete cosine transform of the second type (DCT) [6].

The decompression stage involves the following steps: en-
tropy decoding, dequantization, and transformation to the sig-
nal domain, i.e. zi = UT ŷi. The MSE of signal reconstruction
defined as: εMSE = 1

M ∑M−1
i=0 ‖xi − zi‖2, where ‖ · ‖ is the Eu-

clidean norm, is expressed in terms of formula (3).

4.2. Intra-block mixing scheme. The proposed approach ex-
tends the scheme from Fig. 2 by an additional step of data en-
cryption. The natural assumption here is that the additional
step should not affect the compression efficiency, i.e. it should
not increase the reconstruction error εMSE for the given value
of a mean number of bits Θ (see formula (3)).

In the group of known methods of encryption of visual data
which are based on orthogonal transforms we can indicate such
that do not change the product of variances Dy and hence do
not affect the compression efficiency in terms of expression
(3). We have here in mind approaches based on diagonal ma-
trices with elements {−1,1} [4] or permutation matrices [5].
In both cases input vectors for the encryption stage are directly
multiplied by a ciphering matrix, i.e. vi = Aui where {ui} is
a set of plain vectors, {vi} is a set of encrypted vectors, and
A is a ciphering transform. With such encryption formula the
ciphering matrices of the mentioned forms do not change the
value of Dy (see (4)) if only ui = yi for i = 0,1, . . . ,M − 1. It
is clear then that in the case of method [4] the values and the
order of variances is preserved. For the method from paper [5]
the order of AC coefficients, and thus the order of their vari-
ances is modified. Although the change of order of variances
does not affect the value of Dy product the permutation of AC
coefficients can have a tremendous impact on the lengths of se-
quences of zeroed coefficients obtained after quantization, and
for this reason it can also decrease the effectiveness of com-
pression in such standards as: JPEG, MJPEG, or MPEG. In
addition, the methods from [4,5] take advantage of orthogonal
transforms of specific and narrow classes and can be used only
in the domain of U transform, i.e. they can operate only on the
set of {yi} vectors.

In the proposed method we use different approach which as-
sumes that the encryption step operates not on individual vec-
tors but on their disjoint blocks composed of N vectors with
N elements each that are selected arbitrarily from the whole
set of input data. The proposed encryption step is presented in
the form of diagram in Fig. 3 and it is also formulated as the
algorithm.

Algorithm. Let there be given a set of N-element plain vectors
{ui} for i = 0,1, . . . ,M−1.

1. Define injective function f (q,r) that takes integer values
in the range of 0 to M − 1 for q = 0,1, . . . ,M/N − 1 and
r = 0,1, . . . ,N − 1. The purpose of this function is to map
plain vectors into vectors in blocks.

2. Prepare the list of orthogonal ciphering matrices {Aq} for
q = 0,1, . . . ,M/N −1.

3. Group plain data vectors into M/N disjoint blocks {u f (q,r) :
r = 0,1, . . . ,N −1} for q = 0,1, . . . ,M/N −1.

4. Within a given block q mix elements of vectors {u f (q,r)} for
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is the orthogonal Karhunen-Loève transform (KLT). However, 
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methods working with data representation obtained after en-
tropy coding. In the case of spectral methods, we can indi-
cate approaches that are based on, e.g., permutation of DC and
AC1coefficients within 8 on 8 pixel areas of an image [5, 8, 9],
distribution of DC coefficients within and permutation of AC
coefficients between image areas [10], encryption of selected
spectral coefficients ordered by an amount of contained visual
information [11, 12], or divided into bit layers [13, 14], and fi-
nally approaches that modify spectral coefficients with aid of
bitwise operations [15–17], linear orthogonal matrices [18], or
non-linear mappings [19]. In the group of methods that encrypt
data obtained after Huffman entropy coding [20] the typical
approaches simply change the order of symbols describing se-
quences of zeroed AC coefficients after the step of run-length
encoding (RLE) [21], or modify the Huffman tables of codes
maintaining the lengths of codes what ensures unchanged per-
formance of compression [4].

Some of the mentioned visual data encryption methods
found practical applications providing expected results. How-
ever, the practical compromise here is to keep high computa-
tional efficiency by ensuring safety only at the level appropri-
ate for data value. Hence, a number of low-cost cryptanalytic
attacks were developed which are well-fitted to selected en-
cryption algorithms which operate in DCT domain [22, 23],
as well as on Huffman codes representation of data [22]. The
safety analysis of the proposed method in the context of known
attacks is presented in the following part of the paper.

3. Fast parametric orthogonal transforms

Fast orthogonal parametric transforms (FPOTs) are the class
of linear transformations with fast computational structures.
They are computationally efficient and powerful tools of digi-
tal signal processing which find wide application in, e.g., com-
pression, filtering, and encryption of data [24–32]. FPOTs usu-
ally adopt the computational structures of known transforms
with determined basis vectors. However, the fundamental dif-
ference lies in their parametrization. Due to parametrization it
is possible to adapt transform shape to the class of processed
signals and to the type of performed operations.

In accordance with [25] any orthogonal transform can be
represented as:

V =

(
K

∏
k=1

PK−k+1UK−k

)
P0, (1)

where Pk for k = 0,1, . . . ,K are N on N element permu-
tation matrices, N is a size of transformation, and Uk for
k = 0,1, . . . ,K −1 denote N on N element block-diagonal ma-
trices that contain rotation operations in R2 subspaces on main
diagonals. Thus Uk matrices describe the subsequent stages
on which operations on data are being performed while K is
a number of stages. In this paper, we define rotations in R2

1DC coefficient is a constant component of two-dimensional DCT. AC
refers to the remaining coefficients of that transformation.

subspaces as follows:

Okl =

[
cos(αkl) sin(αkl)

−sin(αkl) cos(αkl)

]
(2)

for k = 0,1, . . . ,K − 1 and l = 0,1, . . . ,N/2− 1 where αkl are
angles of rotation for Okl operators at each stage.

In Fig. 1 a data-flow graph of fast two-stage structure for
N = 8 point transformation used in the following part of the
paper is presented. This structure can be characterized by high
combinatorial capacity allowing to realize any permutation of
elements in input vector [33]. This is an important feature from
the point of view of data encryption. This structure was also
analyzed in terms of its suitability for encryption of data in
paper [34]. The obtained results show high, i.e. equal about
200% of signal energy, expected values of mean square er-
ror of signal reconstruction in the case of exhaustive attacks.
Symbolically by "◦" we denote in Fig. 1 the rotation opera-
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Fig. 1. Data-flow graph of fast two-stage parametric transform for
N = 8

tors Okl wherein operators with the same index k constitute
stages represented in formula (1) by Uk matrices. Matrices
Pk for k = 1,2, . . . ,K −1 describe connections between stages
while matrices P0 and PK define permutations of elements in
input and output vectors respectively. The parameter K defines
a number of stages which for the given structure equals K =
2log2(N)−1. By taking into account the computational com-
plexities of individual operators and their numbers in stages it
is clear that the computational complexity of a given structure
can be estimated as O(N log2 N). Thus such structure can be
regarded as a fast one. The exact number of multiplications
and additions can be expressed as: LMUL = 2N(2log2 N − 1)
and LADD = N(2log2 N − 1). The parameters that determine
the shape of V transformation are the angles of rotation αkl for
k = 0,1, . . . ,K − 1 and l = 0,1, . . . ,N/2− 1. Hence, the total
number of parameters fro a given structure can be described by
the following formula: LPAR = N

2 (2log2 N −1).

4. The proposed method of joint compression
and encryption of data

In this paper the method of joint compression and encryption
of data is proposed. The compression is based on a well-known
and popular block quantization scheme which allows for lossy
compression of data. The encryption stage takes advantage of
orthogonal parametric transforms of arbitrary forms and it is
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(N log2N) level, are preferred. In the case 
of natural images such approximation is the fast algorithm for 
discrete cosine transform of the second type (DCT) [6].

The decompression stage involves the following steps: en-
tropy decoding, dequantization, and transformation to the signal 
domain, i.e. 
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Fig. 2. Block quantization scheme with stages of data compression
and decompression

implemented in a novel scheme of intra-block mixing of data
vectors. In this section, we describe the mentioned issues.

4.1. Block quantization. Introduced in [35] block quantiza-
tion is one of the most widely used in practice schemes of
lossy compression of visual data. It is a core of the following
compression standards: JPEG, MJPEG, and MPEG [6]. The
consecutive steps of data compression and decompression for
block quantization are presented in Fig. 2.

At the compression stage we introduce to the input of the
scheme N-element column vectors xi for i = 0,1, . . . ,M − 1
which contain real-valued samples of input signal. These vec-
tors are then transformed into the domain of U transforma-
tion as yi = Uxi where U is N on N element matrix. Here the
orthogonality of U transformation is assumed, i.e. UTU = I
where I is an identity matrix. The next step is a scalar quanti-
zation of vector components yi(n) which in practice takes the
form of uniform scalar quantization (cf. [36]). The purpose of
this step is to reduce the number of bits required for storing
components of vectors yi and this is a lossy operation. In the
final step the components of vectors yi are subjected to lossless
entropy coding, e.g. using Huffman codes [20], and then are
transmitted by a broadcast channel to the recipient. It can be
proved [36] that with the optimal allocation of bits to individ-
ual vector components the mean square error (MSE) resulting
from quantization, i.e. the signal reconstruction error, equals:

εMSE =
16
3

N2−2Θ

(
N−1

∏
n=0

σ2
y(n)

) 1
N

, (3)

where Θ is a mean number of bits allocated to components of
vectors yi, and σ2

y(n) are the variances of individual components
yi(n) for n = 0,1, . . . ,N − 1. In accordance with [37] the op-
timal transform U , i.e. the transformation that minimizes the
value of the following product:

Dy =

(
N−1

∏
n=0

σ2
y(n)

)
, (4)

is the orthogonal Karhunen-Loève transform (KLT). However,
in practice due to high computational complexity of KLT its
fast approximations with complexity reduced by one order of
magnitude, i.e. to O(Nlog2N) level, are preferred. In the case
of natural images such approximation is the fast algorithm for
discrete cosine transform of the second type (DCT) [6].

The decompression stage involves the following steps: en-
tropy decoding, dequantization, and transformation to the sig-
nal domain, i.e. zi = UT ŷi. The MSE of signal reconstruction
defined as: εMSE = 1

M ∑M−1
i=0 ‖xi − zi‖2, where ‖ · ‖ is the Eu-

clidean norm, is expressed in terms of formula (3).

4.2. Intra-block mixing scheme. The proposed approach ex-
tends the scheme from Fig. 2 by an additional step of data en-
cryption. The natural assumption here is that the additional
step should not affect the compression efficiency, i.e. it should
not increase the reconstruction error εMSE for the given value
of a mean number of bits Θ (see formula (3)).

In the group of known methods of encryption of visual data
which are based on orthogonal transforms we can indicate such
that do not change the product of variances Dy and hence do
not affect the compression efficiency in terms of expression
(3). We have here in mind approaches based on diagonal ma-
trices with elements {−1,1} [4] or permutation matrices [5].
In both cases input vectors for the encryption stage are directly
multiplied by a ciphering matrix, i.e. vi = Aui where {ui} is
a set of plain vectors, {vi} is a set of encrypted vectors, and
A is a ciphering transform. With such encryption formula the
ciphering matrices of the mentioned forms do not change the
value of Dy (see (4)) if only ui = yi for i = 0,1, . . . ,M − 1. It
is clear then that in the case of method [4] the values and the
order of variances is preserved. For the method from paper [5]
the order of AC coefficients, and thus the order of their vari-
ances is modified. Although the change of order of variances
does not affect the value of Dy product the permutation of AC
coefficients can have a tremendous impact on the lengths of se-
quences of zeroed coefficients obtained after quantization, and
for this reason it can also decrease the effectiveness of com-
pression in such standards as: JPEG, MJPEG, or MPEG. In
addition, the methods from [4,5] take advantage of orthogonal
transforms of specific and narrow classes and can be used only
in the domain of U transform, i.e. they can operate only on the
set of {yi} vectors.

In the proposed method we use different approach which as-
sumes that the encryption step operates not on individual vec-
tors but on their disjoint blocks composed of N vectors with
N elements each that are selected arbitrarily from the whole
set of input data. The proposed encryption step is presented in
the form of diagram in Fig. 3 and it is also formulated as the
algorithm.

Algorithm. Let there be given a set of N-element plain vectors
{ui} for i = 0,1, . . . ,M−1.

1. Define injective function f (q,r) that takes integer values
in the range of 0 to M − 1 for q = 0,1, . . . ,M/N − 1 and
r = 0,1, . . . ,N − 1. The purpose of this function is to map
plain vectors into vectors in blocks.

2. Prepare the list of orthogonal ciphering matrices {Aq} for
q = 0,1, . . . ,M/N −1.

3. Group plain data vectors into M/N disjoint blocks {u f (q,r) :
r = 0,1, . . . ,N −1} for q = 0,1, . . . ,M/N −1.

4. Within a given block q mix elements of vectors {u f (q,r)} for
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Fig. 2. Block quantization scheme with stages of data compression
and decompression

implemented in a novel scheme of intra-block mixing of data
vectors. In this section, we describe the mentioned issues.

4.1. Block quantization. Introduced in [35] block quantiza-
tion is one of the most widely used in practice schemes of
lossy compression of visual data. It is a core of the following
compression standards: JPEG, MJPEG, and MPEG [6]. The
consecutive steps of data compression and decompression for
block quantization are presented in Fig. 2.

At the compression stage we introduce to the input of the
scheme N-element column vectors xi for i = 0,1, . . . ,M − 1
which contain real-valued samples of input signal. These vec-
tors are then transformed into the domain of U transforma-
tion as yi = Uxi where U is N on N element matrix. Here the
orthogonality of U transformation is assumed, i.e. UTU = I
where I is an identity matrix. The next step is a scalar quanti-
zation of vector components yi(n) which in practice takes the
form of uniform scalar quantization (cf. [36]). The purpose of
this step is to reduce the number of bits required for storing
components of vectors yi and this is a lossy operation. In the
final step the components of vectors yi are subjected to lossless
entropy coding, e.g. using Huffman codes [20], and then are
transmitted by a broadcast channel to the recipient. It can be
proved [36] that with the optimal allocation of bits to individ-
ual vector components the mean square error (MSE) resulting
from quantization, i.e. the signal reconstruction error, equals:

εMSE =
16
3

N2−2Θ

(
N−1

∏
n=0

σ2
y(n)

) 1
N

, (3)

where Θ is a mean number of bits allocated to components of
vectors yi, and σ2

y(n) are the variances of individual components
yi(n) for n = 0,1, . . . ,N − 1. In accordance with [37] the op-
timal transform U , i.e. the transformation that minimizes the
value of the following product:

Dy =

(
N−1

∏
n=0

σ2
y(n)

)
, (4)

is the orthogonal Karhunen-Loève transform (KLT). However,
in practice due to high computational complexity of KLT its
fast approximations with complexity reduced by one order of
magnitude, i.e. to O(Nlog2N) level, are preferred. In the case
of natural images such approximation is the fast algorithm for
discrete cosine transform of the second type (DCT) [6].

The decompression stage involves the following steps: en-
tropy decoding, dequantization, and transformation to the sig-
nal domain, i.e. zi = UT ŷi. The MSE of signal reconstruction
defined as: εMSE = 1

M ∑M−1
i=0 ‖xi − zi‖2, where ‖ · ‖ is the Eu-

clidean norm, is expressed in terms of formula (3).

4.2. Intra-block mixing scheme. The proposed approach ex-
tends the scheme from Fig. 2 by an additional step of data en-
cryption. The natural assumption here is that the additional
step should not affect the compression efficiency, i.e. it should
not increase the reconstruction error εMSE for the given value
of a mean number of bits Θ (see formula (3)).

In the group of known methods of encryption of visual data
which are based on orthogonal transforms we can indicate such
that do not change the product of variances Dy and hence do
not affect the compression efficiency in terms of expression
(3). We have here in mind approaches based on diagonal ma-
trices with elements {−1,1} [4] or permutation matrices [5].
In both cases input vectors for the encryption stage are directly
multiplied by a ciphering matrix, i.e. vi = Aui where {ui} is
a set of plain vectors, {vi} is a set of encrypted vectors, and
A is a ciphering transform. With such encryption formula the
ciphering matrices of the mentioned forms do not change the
value of Dy (see (4)) if only ui = yi for i = 0,1, . . . ,M − 1. It
is clear then that in the case of method [4] the values and the
order of variances is preserved. For the method from paper [5]
the order of AC coefficients, and thus the order of their vari-
ances is modified. Although the change of order of variances
does not affect the value of Dy product the permutation of AC
coefficients can have a tremendous impact on the lengths of se-
quences of zeroed coefficients obtained after quantization, and
for this reason it can also decrease the effectiveness of com-
pression in such standards as: JPEG, MJPEG, or MPEG. In
addition, the methods from [4,5] take advantage of orthogonal
transforms of specific and narrow classes and can be used only
in the domain of U transform, i.e. they can operate only on the
set of {yi} vectors.

In the proposed method we use different approach which as-
sumes that the encryption step operates not on individual vec-
tors but on their disjoint blocks composed of N vectors with
N elements each that are selected arbitrarily from the whole
set of input data. The proposed encryption step is presented in
the form of diagram in Fig. 3 and it is also formulated as the
algorithm.

Algorithm. Let there be given a set of N-element plain vectors
{ui} for i = 0,1, . . . ,M−1.

1. Define injective function f (q,r) that takes integer values
in the range of 0 to M − 1 for q = 0,1, . . . ,M/N − 1 and
r = 0,1, . . . ,N − 1. The purpose of this function is to map
plain vectors into vectors in blocks.

2. Prepare the list of orthogonal ciphering matrices {Aq} for
q = 0,1, . . . ,M/N −1.

3. Group plain data vectors into M/N disjoint blocks {u f (q,r) :
r = 0,1, . . . ,N −1} for q = 0,1, . . . ,M/N −1.

4. Within a given block q mix elements of vectors {u f (q,r)} for
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Fig. 2. Block quantization scheme with stages of data compression
and decompression

implemented in a novel scheme of intra-block mixing of data
vectors. In this section, we describe the mentioned issues.

4.1. Block quantization. Introduced in [35] block quantiza-
tion is one of the most widely used in practice schemes of
lossy compression of visual data. It is a core of the following
compression standards: JPEG, MJPEG, and MPEG [6]. The
consecutive steps of data compression and decompression for
block quantization are presented in Fig. 2.

At the compression stage we introduce to the input of the
scheme N-element column vectors xi for i = 0,1, . . . ,M − 1
which contain real-valued samples of input signal. These vec-
tors are then transformed into the domain of U transforma-
tion as yi = Uxi where U is N on N element matrix. Here the
orthogonality of U transformation is assumed, i.e. UTU = I
where I is an identity matrix. The next step is a scalar quanti-
zation of vector components yi(n) which in practice takes the
form of uniform scalar quantization (cf. [36]). The purpose of
this step is to reduce the number of bits required for storing
components of vectors yi and this is a lossy operation. In the
final step the components of vectors yi are subjected to lossless
entropy coding, e.g. using Huffman codes [20], and then are
transmitted by a broadcast channel to the recipient. It can be
proved [36] that with the optimal allocation of bits to individ-
ual vector components the mean square error (MSE) resulting
from quantization, i.e. the signal reconstruction error, equals:

εMSE =
16
3

N2−2Θ

(
N−1

∏
n=0

σ2
y(n)

) 1
N

, (3)

where Θ is a mean number of bits allocated to components of
vectors yi, and σ2

y(n) are the variances of individual components
yi(n) for n = 0,1, . . . ,N − 1. In accordance with [37] the op-
timal transform U , i.e. the transformation that minimizes the
value of the following product:

Dy =

(
N−1

∏
n=0

σ2
y(n)

)
, (4)

is the orthogonal Karhunen-Loève transform (KLT). However,
in practice due to high computational complexity of KLT its
fast approximations with complexity reduced by one order of
magnitude, i.e. to O(Nlog2N) level, are preferred. In the case
of natural images such approximation is the fast algorithm for
discrete cosine transform of the second type (DCT) [6].

The decompression stage involves the following steps: en-
tropy decoding, dequantization, and transformation to the sig-
nal domain, i.e. zi = UT ŷi. The MSE of signal reconstruction
defined as: εMSE = 1

M ∑M−1
i=0 ‖xi − zi‖2, where ‖ · ‖ is the Eu-

clidean norm, is expressed in terms of formula (3).

4.2. Intra-block mixing scheme. The proposed approach ex-
tends the scheme from Fig. 2 by an additional step of data en-
cryption. The natural assumption here is that the additional
step should not affect the compression efficiency, i.e. it should
not increase the reconstruction error εMSE for the given value
of a mean number of bits Θ (see formula (3)).

In the group of known methods of encryption of visual data
which are based on orthogonal transforms we can indicate such
that do not change the product of variances Dy and hence do
not affect the compression efficiency in terms of expression
(3). We have here in mind approaches based on diagonal ma-
trices with elements {−1,1} [4] or permutation matrices [5].
In both cases input vectors for the encryption stage are directly
multiplied by a ciphering matrix, i.e. vi = Aui where {ui} is
a set of plain vectors, {vi} is a set of encrypted vectors, and
A is a ciphering transform. With such encryption formula the
ciphering matrices of the mentioned forms do not change the
value of Dy (see (4)) if only ui = yi for i = 0,1, . . . ,M − 1. It
is clear then that in the case of method [4] the values and the
order of variances is preserved. For the method from paper [5]
the order of AC coefficients, and thus the order of their vari-
ances is modified. Although the change of order of variances
does not affect the value of Dy product the permutation of AC
coefficients can have a tremendous impact on the lengths of se-
quences of zeroed coefficients obtained after quantization, and
for this reason it can also decrease the effectiveness of com-
pression in such standards as: JPEG, MJPEG, or MPEG. In
addition, the methods from [4,5] take advantage of orthogonal
transforms of specific and narrow classes and can be used only
in the domain of U transform, i.e. they can operate only on the
set of {yi} vectors.

In the proposed method we use different approach which as-
sumes that the encryption step operates not on individual vec-
tors but on their disjoint blocks composed of N vectors with
N elements each that are selected arbitrarily from the whole
set of input data. The proposed encryption step is presented in
the form of diagram in Fig. 3 and it is also formulated as the
algorithm.

Algorithm. Let there be given a set of N-element plain vectors
{ui} for i = 0,1, . . . ,M−1.

1. Define injective function f (q,r) that takes integer values
in the range of 0 to M − 1 for q = 0,1, . . . ,M/N − 1 and
r = 0,1, . . . ,N − 1. The purpose of this function is to map
plain vectors into vectors in blocks.

2. Prepare the list of orthogonal ciphering matrices {Aq} for
q = 0,1, . . . ,M/N −1.

3. Group plain data vectors into M/N disjoint blocks {u f (q,r) :
r = 0,1, . . . ,N −1} for q = 0,1, . . . ,M/N −1.

4. Within a given block q mix elements of vectors {u f (q,r)} for
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Fig. 2. Block quantization scheme with stages of data compression
and decompression

implemented in a novel scheme of intra-block mixing of data
vectors. In this section, we describe the mentioned issues.

4.1. Block quantization. Introduced in [35] block quantiza-
tion is one of the most widely used in practice schemes of
lossy compression of visual data. It is a core of the following
compression standards: JPEG, MJPEG, and MPEG [6]. The
consecutive steps of data compression and decompression for
block quantization are presented in Fig. 2.

At the compression stage we introduce to the input of the
scheme N-element column vectors xi for i = 0,1, . . . ,M − 1
which contain real-valued samples of input signal. These vec-
tors are then transformed into the domain of U transforma-
tion as yi = Uxi where U is N on N element matrix. Here the
orthogonality of U transformation is assumed, i.e. UTU = I
where I is an identity matrix. The next step is a scalar quanti-
zation of vector components yi(n) which in practice takes the
form of uniform scalar quantization (cf. [36]). The purpose of
this step is to reduce the number of bits required for storing
components of vectors yi and this is a lossy operation. In the
final step the components of vectors yi are subjected to lossless
entropy coding, e.g. using Huffman codes [20], and then are
transmitted by a broadcast channel to the recipient. It can be
proved [36] that with the optimal allocation of bits to individ-
ual vector components the mean square error (MSE) resulting
from quantization, i.e. the signal reconstruction error, equals:

εMSE =
16
3

N2−2Θ

(
N−1

∏
n=0

σ2
y(n)

) 1
N

, (3)

where Θ is a mean number of bits allocated to components of
vectors yi, and σ2

y(n) are the variances of individual components
yi(n) for n = 0,1, . . . ,N − 1. In accordance with [37] the op-
timal transform U , i.e. the transformation that minimizes the
value of the following product:

Dy =

(
N−1

∏
n=0

σ2
y(n)

)
, (4)

is the orthogonal Karhunen-Loève transform (KLT). However,
in practice due to high computational complexity of KLT its
fast approximations with complexity reduced by one order of
magnitude, i.e. to O(Nlog2N) level, are preferred. In the case
of natural images such approximation is the fast algorithm for
discrete cosine transform of the second type (DCT) [6].

The decompression stage involves the following steps: en-
tropy decoding, dequantization, and transformation to the sig-
nal domain, i.e. zi = UT ŷi. The MSE of signal reconstruction
defined as: εMSE = 1

M ∑M−1
i=0 ‖xi − zi‖2, where ‖ · ‖ is the Eu-

clidean norm, is expressed in terms of formula (3).

4.2. Intra-block mixing scheme. The proposed approach ex-
tends the scheme from Fig. 2 by an additional step of data en-
cryption. The natural assumption here is that the additional
step should not affect the compression efficiency, i.e. it should
not increase the reconstruction error εMSE for the given value
of a mean number of bits Θ (see formula (3)).

In the group of known methods of encryption of visual data
which are based on orthogonal transforms we can indicate such
that do not change the product of variances Dy and hence do
not affect the compression efficiency in terms of expression
(3). We have here in mind approaches based on diagonal ma-
trices with elements {−1,1} [4] or permutation matrices [5].
In both cases input vectors for the encryption stage are directly
multiplied by a ciphering matrix, i.e. vi = Aui where {ui} is
a set of plain vectors, {vi} is a set of encrypted vectors, and
A is a ciphering transform. With such encryption formula the
ciphering matrices of the mentioned forms do not change the
value of Dy (see (4)) if only ui = yi for i = 0,1, . . . ,M − 1. It
is clear then that in the case of method [4] the values and the
order of variances is preserved. For the method from paper [5]
the order of AC coefficients, and thus the order of their vari-
ances is modified. Although the change of order of variances
does not affect the value of Dy product the permutation of AC
coefficients can have a tremendous impact on the lengths of se-
quences of zeroed coefficients obtained after quantization, and
for this reason it can also decrease the effectiveness of com-
pression in such standards as: JPEG, MJPEG, or MPEG. In
addition, the methods from [4,5] take advantage of orthogonal
transforms of specific and narrow classes and can be used only
in the domain of U transform, i.e. they can operate only on the
set of {yi} vectors.

In the proposed method we use different approach which as-
sumes that the encryption step operates not on individual vec-
tors but on their disjoint blocks composed of N vectors with
N elements each that are selected arbitrarily from the whole
set of input data. The proposed encryption step is presented in
the form of diagram in Fig. 3 and it is also formulated as the
algorithm.

Algorithm. Let there be given a set of N-element plain vectors
{ui} for i = 0,1, . . . ,M−1.

1. Define injective function f (q,r) that takes integer values
in the range of 0 to M − 1 for q = 0,1, . . . ,M/N − 1 and
r = 0,1, . . . ,N − 1. The purpose of this function is to map
plain vectors into vectors in blocks.

2. Prepare the list of orthogonal ciphering matrices {Aq} for
q = 0,1, . . . ,M/N −1.

3. Group plain data vectors into M/N disjoint blocks {u f (q,r) :
r = 0,1, . . . ,N −1} for q = 0,1, . . . ,M/N −1.

4. Within a given block q mix elements of vectors {u f (q,r)} for
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Algorithm. Let there be given a set of N-element plain vectors 
{ui} for i = 0,1, …, M – 1.
1. Define injective function f (q, r) that takes integer values 

in the range of 0 to M – 1 for q = 0,1, …, M/N – 1 and 
r = 0,1, …, N – 1. The purpose of this function is to map 
plain vectors into vectors in blocks.

2. Prepare the list of orthogonal ciphering matrices {Aq} for 
q = 0,1, …, M/N – 1.

3. Group plain data vectors into M/N disjoint blocks 
{uf (q,r): r = 0,1, …, N – 1} for q = 0,1, …, M/N – 1.

4. Within a given block q mix elements of vectors {uf (q,r)} for 
r = 0,1, …, N – 1 in accordance with the following rule: the 
first resulting vector (obtained after mixing) holds 1st index 
elements from all plain vectors in the block, the second re-
sulting vector holds 2nd index elements, etc. (see Fig. 3). 
This step is called intra-block mixing of vectors. As a result 
we obtain a set of vectors: 
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Fig. 3. Data encryption stage based on intra-block mixing of vectors

r = 0,1, . . . ,N−1 in accordance with the following rule: the
first resulting vector (obtained after mixing) holds 1st index
elements from all plain vectors in the block, the second re-
sulting vector holds 2nd index elements, etc. (see Fig. 3).
This step is called intra-block mixing of vectors. As a result
we obtain a set of vectors: {u f (q,r)}.

5. Encrypt individual vectors in block as v f (q,r) = Aqu f (q,r) for
r = 0,1, . . . ,N −1.

6. Perform second intra-block mixing of vectors from the set
{v f (q,r)}. As a result a set {v f (q,r)} of encrypted vectors is
obtained.

7. Repeat steps 4-6 for each block of plain vectors, i.e. for
q = 0,1, . . . ,M/N −1.

8. Finish.

As a results of operation of the above algorithm each block
of plain vectors {u f (q,r)} is converted into one block of en-
crypted vectors {v f (q,r)}. The list of orthogonal ciphering ma-
trices {Aq} can contain M/N distinct matrices. It means that
each block of plain vectors can be encrypted with aid of indi-
vidual ciphering matrix.

4.3. Joint compression and encryption. Fundamental from
the point of view of joint compression and encryption of data
is the following theorem whose proof is given in Appendix A.

Theorem. Let there be given a set of N-element plain
vectors {ui} for i = 0,1, . . . ,M − 1 grouped into a number
of M/N disjoint blocks {u f (q,r) : r = 0,1, . . . ,N − 1} where
q = 0,1, . . . ,M/N−1. Then the stage of data encryption based
on intra-block mixing preserves equality of second order sta-
tistical characteristics between plain and encrypted vectors for
any list {Aq : q = 0,1, . . . ,M/N − 1} of orthogonal ciphering
matrices. It means that the equality of autocovariance matrices
holds.

In accordance with the theorem an encryption step based on
intra-block mixing of vectors preserves the form of autocovari-
ance matrix. Thus, it follows directly that data encryption step
can be performed without affecting the compression efficiency
in both input signal (i.e. ui = xi) and U transform (i.e. ui = yi)
domains (see Fig. 2). By keeping the autocovariance matrix of
input data {xi} unchanged we ensure no influence on the effec-
tiveness of U transformation. In turn the preservation of auto-
covariance matrix for yi vectors would not, in particular, affect
the value of the product of variances described by formula (4).
Then it is possible to formulate the scheme of joint compres-
sion and encryption of data (see Fig. 4) where the encryption
step can be embedded arbitrarily into the domains of input sig-
nal or U transform. The practical application of this scheme
requires: to choose the domain of placement of the encryption
stage, to operate in accordance with block quantization proce-
dure, and to follow the steps of the proposed algorithm of data
encryption.

The block quantization includes a step of entropy cod-
ing (c.f. Fig. 4). If we assume the entropy coding of the
first order which operates on a random variable being a mix-
ture of variables corresponding to each component y(n) for
n = 0,1, . . . ,N − 1, e.g. Huffman coding, then the stage of
data encryption also does not affect the efficiency of entropy
coding. This is due to the fact that the preservation of autoco-
variance matrix means, in particular, the preservation of vari-
ances of random variables. The distribution of random vari-
ables would be always Gaussian on the basis of the central
limit theorem [38]. The expected values of random variables
which are zeros would be also left unchanged. Thus, the en-
cryption step does not alter the values of parameters of random
variables which are important from the point of view of en-
tropy coding of the first order.
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The stage of data decryption requires the scheme analogous
to that depicted in Fig. 3. It is obvious that the ciphering ma-
trices should be replaced by their inverses, i.e. {AT

q }, and also
the process of plain vectors mapping into blocks using f (q,r)
function should be reversed.

5. Experimental research
For experimental verification of the effectiveness of the pro-
posed method we performed a series of experiments involving
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r = 0,1, . . . ,N−1 in accordance with the following rule: the
first resulting vector (obtained after mixing) holds 1st index
elements from all plain vectors in the block, the second re-
sulting vector holds 2nd index elements, etc. (see Fig. 3).
This step is called intra-block mixing of vectors. As a result
we obtain a set of vectors: {u f (q,r)}.

5. Encrypt individual vectors in block as v f (q,r) = Aqu f (q,r) for
r = 0,1, . . . ,N −1.

6. Perform second intra-block mixing of vectors from the set
{v f (q,r)}. As a result a set {v f (q,r)} of encrypted vectors is
obtained.

7. Repeat steps 4-6 for each block of plain vectors, i.e. for
q = 0,1, . . . ,M/N −1.

8. Finish.

As a results of operation of the above algorithm each block
of plain vectors {u f (q,r)} is converted into one block of en-
crypted vectors {v f (q,r)}. The list of orthogonal ciphering ma-
trices {Aq} can contain M/N distinct matrices. It means that
each block of plain vectors can be encrypted with aid of indi-
vidual ciphering matrix.

4.3. Joint compression and encryption. Fundamental from
the point of view of joint compression and encryption of data
is the following theorem whose proof is given in Appendix A.

Theorem. Let there be given a set of N-element plain
vectors {ui} for i = 0,1, . . . ,M − 1 grouped into a number
of M/N disjoint blocks {u f (q,r) : r = 0,1, . . . ,N − 1} where
q = 0,1, . . . ,M/N−1. Then the stage of data encryption based
on intra-block mixing preserves equality of second order sta-
tistical characteristics between plain and encrypted vectors for
any list {Aq : q = 0,1, . . . ,M/N − 1} of orthogonal ciphering
matrices. It means that the equality of autocovariance matrices
holds.

In accordance with the theorem an encryption step based on
intra-block mixing of vectors preserves the form of autocovari-
ance matrix. Thus, it follows directly that data encryption step
can be performed without affecting the compression efficiency
in both input signal (i.e. ui = xi) and U transform (i.e. ui = yi)
domains (see Fig. 2). By keeping the autocovariance matrix of
input data {xi} unchanged we ensure no influence on the effec-
tiveness of U transformation. In turn the preservation of auto-
covariance matrix for yi vectors would not, in particular, affect
the value of the product of variances described by formula (4).
Then it is possible to formulate the scheme of joint compres-
sion and encryption of data (see Fig. 4) where the encryption
step can be embedded arbitrarily into the domains of input sig-
nal or U transform. The practical application of this scheme
requires: to choose the domain of placement of the encryption
stage, to operate in accordance with block quantization proce-
dure, and to follow the steps of the proposed algorithm of data
encryption.

The block quantization includes a step of entropy cod-
ing (c.f. Fig. 4). If we assume the entropy coding of the
first order which operates on a random variable being a mix-
ture of variables corresponding to each component y(n) for
n = 0,1, . . . ,N − 1, e.g. Huffman coding, then the stage of
data encryption also does not affect the efficiency of entropy
coding. This is due to the fact that the preservation of autoco-
variance matrix means, in particular, the preservation of vari-
ances of random variables. The distribution of random vari-
ables would be always Gaussian on the basis of the central
limit theorem [38]. The expected values of random variables
which are zeros would be also left unchanged. Thus, the en-
cryption step does not alter the values of parameters of random
variables which are important from the point of view of en-
tropy coding of the first order.
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The stage of data decryption requires the scheme analogous
to that depicted in Fig. 3. It is obvious that the ciphering ma-
trices should be replaced by their inverses, i.e. {AT

q }, and also
the process of plain vectors mapping into blocks using f (q,r)
function should be reversed.

5. Experimental research
For experimental verification of the effectiveness of the pro-
posed method we performed a series of experiments involving
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6. Perform second intra-block mixing of vectors from the set 

D. Puchala and M. M. Yatsymirskyy

THE q-TH BLOCK OF N VECTORS WITH N ELEMENTS

E

N

C

R

Y

P

T

I

O

N

I

N

T

R

A

-

B

L

O

C

K

M

I

X

I

N

G

u
f(q,r)

u
f(q,r)

v
f(q,r)

v
f(q,r)

A
q

A
q

A
q

I

N

T

R

A

-

B

L

O

C

K

M

I

X

I

N

G

Fig. 3. Data encryption stage based on intra-block mixing of vectors

r = 0,1, . . . ,N−1 in accordance with the following rule: the
first resulting vector (obtained after mixing) holds 1st index
elements from all plain vectors in the block, the second re-
sulting vector holds 2nd index elements, etc. (see Fig. 3).
This step is called intra-block mixing of vectors. As a result
we obtain a set of vectors: {u f (q,r)}.

5. Encrypt individual vectors in block as v f (q,r) = Aqu f (q,r) for
r = 0,1, . . . ,N −1.

6. Perform second intra-block mixing of vectors from the set
{v f (q,r)}. As a result a set {v f (q,r)} of encrypted vectors is
obtained.

7. Repeat steps 4-6 for each block of plain vectors, i.e. for
q = 0,1, . . . ,M/N −1.

8. Finish.

As a results of operation of the above algorithm each block
of plain vectors {u f (q,r)} is converted into one block of en-
crypted vectors {v f (q,r)}. The list of orthogonal ciphering ma-
trices {Aq} can contain M/N distinct matrices. It means that
each block of plain vectors can be encrypted with aid of indi-
vidual ciphering matrix.

4.3. Joint compression and encryption. Fundamental from
the point of view of joint compression and encryption of data
is the following theorem whose proof is given in Appendix A.

Theorem. Let there be given a set of N-element plain
vectors {ui} for i = 0,1, . . . ,M − 1 grouped into a number
of M/N disjoint blocks {u f (q,r) : r = 0,1, . . . ,N − 1} where
q = 0,1, . . . ,M/N−1. Then the stage of data encryption based
on intra-block mixing preserves equality of second order sta-
tistical characteristics between plain and encrypted vectors for
any list {Aq : q = 0,1, . . . ,M/N − 1} of orthogonal ciphering
matrices. It means that the equality of autocovariance matrices
holds.

In accordance with the theorem an encryption step based on
intra-block mixing of vectors preserves the form of autocovari-
ance matrix. Thus, it follows directly that data encryption step
can be performed without affecting the compression efficiency
in both input signal (i.e. ui = xi) and U transform (i.e. ui = yi)
domains (see Fig. 2). By keeping the autocovariance matrix of
input data {xi} unchanged we ensure no influence on the effec-
tiveness of U transformation. In turn the preservation of auto-
covariance matrix for yi vectors would not, in particular, affect
the value of the product of variances described by formula (4).
Then it is possible to formulate the scheme of joint compres-
sion and encryption of data (see Fig. 4) where the encryption
step can be embedded arbitrarily into the domains of input sig-
nal or U transform. The practical application of this scheme
requires: to choose the domain of placement of the encryption
stage, to operate in accordance with block quantization proce-
dure, and to follow the steps of the proposed algorithm of data
encryption.

The block quantization includes a step of entropy cod-
ing (c.f. Fig. 4). If we assume the entropy coding of the
first order which operates on a random variable being a mix-
ture of variables corresponding to each component y(n) for
n = 0,1, . . . ,N − 1, e.g. Huffman coding, then the stage of
data encryption also does not affect the efficiency of entropy
coding. This is due to the fact that the preservation of autoco-
variance matrix means, in particular, the preservation of vari-
ances of random variables. The distribution of random vari-
ables would be always Gaussian on the basis of the central
limit theorem [38]. The expected values of random variables
which are zeros would be also left unchanged. Thus, the en-
cryption step does not alter the values of parameters of random
variables which are important from the point of view of en-
tropy coding of the first order.
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The stage of data decryption requires the scheme analogous
to that depicted in Fig. 3. It is obvious that the ciphering ma-
trices should be replaced by their inverses, i.e. {AT

q }, and also
the process of plain vectors mapping into blocks using f (q,r)
function should be reversed.

5. Experimental research
For experimental verification of the effectiveness of the pro-
posed method we performed a series of experiments involving
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. As a result a set {vf (q,r)} of encrypted vectors is 
obtained.

7. Repeat steps 4–6 for each block of plain vectors, i.e. for 
q = 0,1, …, M/N – 1.

8. Finish.

As a result of operation of the above algorithm, each block 
of plain vectors {uf (q,r)} is converted into one block of encrypt-
ed vectors {vf (q,r)}. The list of orthogonal ciphering matrices 
{Aq} can contain M/N distinct matrices. It means that each 
block of plain vectors can be encrypted with the aid of indi-
vidual ciphering matrix.

4.3. Joint compression and encryption. Fundamental from 
the point of view of joint compression and encryption of data 
is the following theorem whose proof is given in Appendix A.

Theorem. Let there be given a set of N-element plain vectors 
{ui} for i = 0,1, …, M – 1 grouped into a number of M/N disjoint 
blocks {uf (q,r) : = 0,1, …, N – 1} where q = 0,1, …, M/N – 1. 
Then the stage of data encryption based on intra-block mix-
ing preserves equality of second order statistical charac-
teristics between plain and encrypted vectors for any list 
{Aq: q = 0,1, …, M/N – 1} of orthogonal ciphering matrices. 
It means that the equality of autocovariance matrices holds.

In accordance with the theorem an encryption step based on 
intra-block mixing of vectors preserves the form of autocovari-
ance matrix. Thus, it follows directly that  data encryption step 
can be performed without affecting the compression efficiency 
in both input signal (i.e. ui = xi) and U transform (i.e. ui = yi) 
domains (see Fig. 2). By keeping the autocovariance matrix of 
input data {xi} unchanged we ensure no influence on the effec-
tiveness of U transformation. In turn the preservation of auto-
covariance matrix for yi vectors would not, in particular, affect 
the value of the product of variances described by formula (4). 
Then it is possible to formulate the scheme of joint compression 
and encryption of data (see Fig. 4) where the encryption step 
can be embedded arbitrarily into the domains of input signal or 
U transform. The practical application of this scheme requires: 
to choose the domain of placement of the encryption stage, to 
operate in accordance with block quantization procedure, and to 
follow the steps of the proposed algorithm of data encryption.

The block quantization includes a step of entropy coding 
(c.f. Fig. 4). If we assume the entropy coding of the first order 
which operates on a random variable being a mixture of variables 
corresponding to each component y(n) for n = 0,1, …, N – 1, 
e.g. Huffman coding, then the stage of data encryption also 
does not affect the efficiency of entropy coding. This is due to 
the fact that the preservation of autocovariance matrix means, 
in particular, the preservation of variances of random variables. 
The distribution of random variables would always be Gauss-
ian on the basis of the central limit theorem [38]. The expected 
values of random variables which are zeros would also be un-
changed. Thus, the encryption step does not alter the values of 
parameters of random variables which are important from the 
point of view of entropy coding of the first order.
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The stage of data decryption requires a scheme analogous 
to that depicted in Fig. 3. It is obvious that the ciphering ma-
trices should be replaced by their inverses, i.e. 
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Fig. 3. Data encryption stage based on intra-block mixing of vectors

r = 0,1, . . . ,N−1 in accordance with the following rule: the
first resulting vector (obtained after mixing) holds 1st index
elements from all plain vectors in the block, the second re-
sulting vector holds 2nd index elements, etc. (see Fig. 3).
This step is called intra-block mixing of vectors. As a result
we obtain a set of vectors: {u f (q,r)}.

5. Encrypt individual vectors in block as v f (q,r) = Aqu f (q,r) for
r = 0,1, . . . ,N −1.

6. Perform second intra-block mixing of vectors from the set
{v f (q,r)}. As a result a set {v f (q,r)} of encrypted vectors is
obtained.

7. Repeat steps 4-6 for each block of plain vectors, i.e. for
q = 0,1, . . . ,M/N −1.

8. Finish.

As a results of operation of the above algorithm each block
of plain vectors {u f (q,r)} is converted into one block of en-
crypted vectors {v f (q,r)}. The list of orthogonal ciphering ma-
trices {Aq} can contain M/N distinct matrices. It means that
each block of plain vectors can be encrypted with aid of indi-
vidual ciphering matrix.

4.3. Joint compression and encryption. Fundamental from
the point of view of joint compression and encryption of data
is the following theorem whose proof is given in Appendix A.

Theorem. Let there be given a set of N-element plain
vectors {ui} for i = 0,1, . . . ,M − 1 grouped into a number
of M/N disjoint blocks {u f (q,r) : r = 0,1, . . . ,N − 1} where
q = 0,1, . . . ,M/N−1. Then the stage of data encryption based
on intra-block mixing preserves equality of second order sta-
tistical characteristics between plain and encrypted vectors for
any list {Aq : q = 0,1, . . . ,M/N − 1} of orthogonal ciphering
matrices. It means that the equality of autocovariance matrices
holds.

In accordance with the theorem an encryption step based on
intra-block mixing of vectors preserves the form of autocovari-
ance matrix. Thus, it follows directly that data encryption step
can be performed without affecting the compression efficiency
in both input signal (i.e. ui = xi) and U transform (i.e. ui = yi)
domains (see Fig. 2). By keeping the autocovariance matrix of
input data {xi} unchanged we ensure no influence on the effec-
tiveness of U transformation. In turn the preservation of auto-
covariance matrix for yi vectors would not, in particular, affect
the value of the product of variances described by formula (4).
Then it is possible to formulate the scheme of joint compres-
sion and encryption of data (see Fig. 4) where the encryption
step can be embedded arbitrarily into the domains of input sig-
nal or U transform. The practical application of this scheme
requires: to choose the domain of placement of the encryption
stage, to operate in accordance with block quantization proce-
dure, and to follow the steps of the proposed algorithm of data
encryption.

The block quantization includes a step of entropy cod-
ing (c.f. Fig. 4). If we assume the entropy coding of the
first order which operates on a random variable being a mix-
ture of variables corresponding to each component y(n) for
n = 0,1, . . . ,N − 1, e.g. Huffman coding, then the stage of
data encryption also does not affect the efficiency of entropy
coding. This is due to the fact that the preservation of autoco-
variance matrix means, in particular, the preservation of vari-
ances of random variables. The distribution of random vari-
ables would be always Gaussian on the basis of the central
limit theorem [38]. The expected values of random variables
which are zeros would be also left unchanged. Thus, the en-
cryption step does not alter the values of parameters of random
variables which are important from the point of view of en-
tropy coding of the first order.
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Fig. 4. Scheme of joint compression and encryption of data

The stage of data decryption requires the scheme analogous
to that depicted in Fig. 3. It is obvious that the ciphering ma-
trices should be replaced by their inverses, i.e. {AT

q }, and also
the process of plain vectors mapping into blocks using f (q,r)
function should be reversed.

5. Experimental research
For experimental verification of the effectiveness of the pro-
posed method we performed a series of experiments involving
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, and also 
the process of plain vectors mapping into blocks using f (q,r) 
function should be reversed.

5. Experimental research

For experimental verification of the effectiveness of the pro-
posed method we performed a series of experiments involving 
artificially generated model signals and natural images. The aim 
of the first part of research based on model signals was to experi-
mentally confirm the lack of influence of the encryption stage on 
the effectiveness of block quantization with the first order entro-
py coding. In turn the second part involving natural images was 
performed in order to examine the possible impact of the pro-
posed encryption scheme on the effectiveness of JPEG compres-
sion standard. It should be noted that in JPEG standard, although 
it is based on block quantization, the process of entropy coding 
is realized in a different way, which is not the first order entropy 
coding. The JPEG standard, except from Huffman codes, also 
exploits run length encoding (RLE) of sequences of zeroed AC 
coefficients obtained after quantization. As a consequence, the 
degradation of compression performance is expected.

In the first experiment as a model of input signal we adopt-
ed first order stationary Gauss-Markov process [6] with fixed 
variation and correlation coefficient ρ = 0.9. The variance was 
chosen to give entropy of the signal at the level of 8 bits per 
sample (bps). The input signal was compressed with the aid of 
joint compression and encryption scheme from Fig. 4 together 
with the step of first order entropy coding. The encryption step 
was embedded in U transform domain. As ciphering transforms 
we exploited FPOTs of the computational structure depicted in 
Fig. 1. Representative results for a number of M = 8000 input 
vectors and N = 8 point transformation are presented in Fig. 5. 
On the vertical axis we marked the values of relative MSE of 
signal reconstruction expressed in the percentage of energy of 

input signal. The horizontal axis holds the values of entropy of 
output signal expressed in bits per sample. The presented plots 
show results for compression without encryption (solid line) 
and joint compression with encryption (dotted line).

It should be noted that both plots from Fig. 5 strictly over-
lap. Based on this observation it can be concluded that the en-
cryption process performed in accordance with the proposed 
encryption scheme had no affect on the effectiveness of data 
compression.

The second experiment involving model signals concerned 
the verification of the effectiveness of encryption method. In 
order to do it we executed a number of 1000 tests using constant 
ciphering matrices while deciphering matrices were randomized 
(simulation of exhaustive attack). The obtained results in a form 
of average value of relative MSE, i.e. calculated in relation to 
the total energy of signal, in a function of a number of bits per 
sample are given in Fig. 6.

The results of this experiment (see Fig. 6) are typical for or-
thogonal transforms [34]. The average value of relative MSE of 
signal reconstruction in the case of unknown ciphering matrices 
was approximately twice the signal energy (it ranged from 1.84 
to 1.99 of signal energy). Such values of MSE of signal recon-
struction can be considered as a high level of data concealment.

The second part of the study was concentrated on joint com-
pression and encryption of natural images (see Fig. 7). For this 

Fig. 6. The average value of relative MSE obtained in the case of signal 
reconstruction without knowledge of ciphering matrices

Fig. 7. Exemplary natural images in grayscale
Fig. 5. Results in compression of model signal without encryption 

(solid line) and with encryption (dotted line)

Lena image Baboon image
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to noise ratios (PSNR) [6] expressed as a function of a number 
of bits per pixel (bpp) are shown Figs. 8 and 9.

An analysis of results shows relatively small impact of the 
encryption stage on the efficiency of JPEG compression in the 
case of the proposed method. The decrease of compression 
efficiency is fully expected due to the hybrid entropy coding 
(Huffman coding and RLE of zeroed AC coefficients) exploit-
ed in JPEG standard. For Lena.bmp image average lengths of 
sequences of zeroed AC coefficients equaled 12.84 and 9.26 
for no-encryption and encryption scenarios respectively. The 
corresponding values for Baboon.bmp image equaled 4.87 and 
4.32. Shorter sequences of zeroed AC coefficients explain the 
observed decrease in compression efficiency. It should be noted 
that for the data encryption method from [4] the obtained results 
are almost identical to those obtained for no-encryption case 

purpose, and comparison purposes, the proposed method of 
data encryption as well as methods presented in papers [4] and 
[5] were built into JPEG standard. In the case of the proposed 
method each block of plain vectors was composed of 64 vectors 
of coefficients of two-dimensional DCT which were calculated 
for separate 8 on 8 pixel areas of an image (according to JPEG 
standard specification). Hence, the sequences of coefficients of 
two-dimensional DCT calculated for such image areas allowed 
to create 64-element plain vectors. As ciphering transforms Aq 
we used 64-point FPOTs with computational structures from 
Fig. 1. The results for this experiment in the form of peak signal 

Fig. 8. Comparative results for joint compression and encryption of 
Lena.bmp image

Fig. 10. Examples of image reconstruction in the case of unknown 
lists of ciphering matrices

diagonal {-1,1} matrices [4] proposed method

original image parametric permutations [5]

Fig. 11. The averaged PSNR values of the reconstruction of Lena.bmp 
image obtained for the proposed method at various levels of image 

compression in the case of unknown list of ciphering matrices

Fig. 9. Comparative results for joint compression and encryption of 
Baboon.bmp image
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(plots with dotted line). In turn for the method [5] we could 
record much higher decrease in compression efficiency (solid 
line with square markers) for both test images.

In Fig. 10 we present the results in decryption of Lena.bmp 
image in the case of uknown list of ciphering matrices for all 
three compared methods. Based on subjective evaluation it can 
be concluded that the proposed data encryption method allows 
to obtain images affected to the highest extent. It means that 
the proposed method conceals the content of encrypted image 
in the highest degree among the considered methods.

In turn Fig. 11 shows PSNR results of Lena.bmp image 
reconstruction at various levels of compression in the case of 
the proposed method when the list of ciphering matrices was 
guessed randomly. This experiment once again can be treated as 
the simulation of exhaustive attack. The obtained results were 
averaged over a number of 1000 trials. As it can be easily seen, 
the averaged values of PSNR are at very low level and range 
from 11.5 to 12.5 dB. Hence, it can be concluded that the pro-
posed method has good properties of image content conceal-
ment in the case of exhaustive attacks.

6. Analysis of security and computational 
efficiency of the proposed method

Analysis of the proposed method in terms of security and com-
putational efficiency is crucial from the point of view of its 
practical applications. In this section we consider various types 
of popular attacks performed on the basis of plain data or ci-
phertext together with the security analysis of the proposed 
method in the context of such attacks. The computational effi-
ciency of the proposed method is also discussed in detail.

6.1. Security analysis. As it was already mentioned the visual 
data have a lower value than financial or military ones. For this 
reason the safety requirements for data encryption methods are 
proportionally lower. This does not mean, however, that visual 
data should not be protected but the degree of security must be 
maintained at the level adequate to its significance. In the con-
sidered case it means that an attempt to break the cipher must 
be more expensive than the value of data itself.

Among known types of cryptanalytic attacks we consider in 
the first place those which operate on plain data. The proposed 
method is a linear technique and as such it is not resistant to 
this type of attacks. However, in the case of visual data, e.g. 
digital television broadcasts, it can be assumed that access to 
the source of data transmission in order to inject prepared con-
tent can be very difficult or even impossible. If such form of 
attacks is practically feasible it is possible to increase the level 
of security by modifying the cipher key frequently enough what 
in the case of the proposed method corresponds to the frequent 
modification of the list of ciphering matrices {Aq}.

Another type of intrusion are exhaustive attacks which 
consist in checking all possible combinations of ciphering 
keys. For the proposed method the size of a private key equals 
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phertext together with the security analysis of the proposed
method in the context of such attacks. The computational effi-
ciency of the proposed method is also discussed in detail.

6.1. Security analysis. As it was already mentioned the vi-
sual data have a lower value than financial or military ones. For
this reason the safety requirements for data encryption meth-
ods are proportionally lower. This does not mean, however,
that visual data should not be protected but the degree of secu-
rity must be maintained at the level adequate to its significance.
In the considered case it means that an attempt to break the ci-
pher must be more expensive than the value of data itself.

Among known types of cryptanalytic attacks we consider in
the first place those which operate on plain data. The proposed
method is a linear technique and as such it is not resistant to
this type of attacks. However, in the case of visual data, e.g.
digital television broadcasts, it can be assumed that access to
the source of data transmission in order to inject prepared con-
tent can be very difficult or even impossible. If such form of at-
tacks is practically feasible it is possible to increase the level of
security by modifying the cipher key frequently enough what
in the case of the proposed method corresponds to the frequent
modification of the list of ciphering matrices {Aq}.

Another type of intrusion are exhaustive attacks which con-
sist in checking all possible combinations of ciphering keys.
For the proposed method the size of a private key equals
LKEY = LBLPAR bits where LB is a number of bits per pa-
rameter. In paper [34], we proposed an effective way of map-
ping of private key bits to the values of transform parameters.
It consists in dividing for each parameter an interval of angle
variation (from 0 to 2π radians) into a number of 2LB subin-
tervals of equal lengths 2π/2LB . Then the value of param-
eter is calculated on the basis of a number of LB bits of a
private key assigned to it. Those bits represent in a natural
code an integer number by which constant 2π/2LB must be
multiplied. If we assume such way of coding of parameter val-
ues and also consider FPOT with the computational structure
from Fig. 1 it can be calculated that a number of possible pri-
vate keys, e.g., for N = 64 and LB = 2, would be as high as
LKEY = 22 64

2 (2log2 64− 1) = 21408 > 10423. In addition, in
this paper (see Fig. 6, 11) and also in paper [34] it was shown
experimentally that the values of relative MSE of signal recon-
struction in the case of random guessing of a private key are
very high. Also the probability of random generation of a key
which is close to a given one in the sense of Hamming distance
is very low (cf. paper [34]). In the view of the above, we can
consider this type of attacks to be highly inefficient.

The remaining and far more feasible forms of attacks are
based on ciphertext. It means that for such methods it would
be enough to know only encrypted data which in the case of
video transmissions can be freely accessible. In the litera-
ture [7, 22] several cryptanalytic methods which are tuned to
the selected encryption algorithms were formulated. We mean
here the encryption algorithms that modify the signs of DC
coefficients [4], permute DCT coefficients [5], or consist in
modification of the tables of Huffman codes. For the first of
the listed algorithms it was proved in paper [22] that such en-

cryption method is a variant of Vinegenèr cipher and can be
cracked solely on the basis of known distribution of DC coef-
ficients. Similarly permutations of DCT coefficients are sub-
ject to relatively easy cryptanalysis based on the knowledge of
typical for natural images distribution of their variances which
was proved in paper [7]. In addition the techniques that mod-
ify Huffman tables of codes are vulnerable to attacks based on
similar statistics (see [22]). Since the proposed method does
not change the statistical characteristics of the signal nor mod-
ify the Huffman tables of codes then it is obvious that the men-
tioned cryptanalytic attacks would be ineffective here.

The latest cryptanalytic method based solely on ciphered
data is the Non-Zero-Counting Attack (NZCA) technique for-
mulated in paper [23]. This method is effective for encryption
algorithms operating only in DCT domain. Its main advan-
tage is versatility and the lack of knowledge of the encryption
method. The principle of operation of NZCA is very simple
and is based on counting a number of non-zero AC coefficients
in DCT domain for each 8 on 8 pixel area of an image. Then,
on the basis of that number and with aid of simple threshold-
ing rules black or white colour is assigned back to the same
area. Although this method does not allow for an exact re-
construction of plain image the obtained result in a form of
binary image with eightfold reduced horizontal and vertical
resolution usually allows to recognize the basic content (see
Fig. 12). In paper [23] authors also provide several important
hints which allow to design an encryption algorithm that is re-
sistant to NZCA. Such algorithm should operate in a global
sense, i.e. regarding the whole image, by swapping between
each other image areas of sizes 8 on 8 pixels. The proposed
method meets this requirement. Here, the areas are not only
swapped but also mixed in the sense of orthogonal linear com-
binations. In Fig. 12 we present results of NZCA on Lena.bmp
image encrypted with the proposed method and method from
paper [5]. The content of an image encoded with the proposed
method is entirely illegible. The visible square areas with sizes
of 64 on 64 pixels result from the way of mapping data vectors
into blocks. Here, the mapping took a simple form, i.e. the co-
efficients coming from neighboring 8 on 8 pixel areas formed
64-element plain vectors. It is well-know that such mapping
may be arbitrary in accordance with the definition of the pro-
posed method.

NZCA for method from [5] NZCA for the proposed method

Fig. 12. NZCA on Lena.bmp image encrypted with parametric per-
mutations [5] and the proposed method
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that visual data should not be protected but the degree of secu-
rity must be maintained at the level adequate to its significance.
In the considered case it means that an attempt to break the ci-
pher must be more expensive than the value of data itself.

Among known types of cryptanalytic attacks we consider in
the first place those which operate on plain data. The proposed
method is a linear technique and as such it is not resistant to
this type of attacks. However, in the case of visual data, e.g.
digital television broadcasts, it can be assumed that access to
the source of data transmission in order to inject prepared con-
tent can be very difficult or even impossible. If such form of at-
tacks is practically feasible it is possible to increase the level of
security by modifying the cipher key frequently enough what
in the case of the proposed method corresponds to the frequent
modification of the list of ciphering matrices {Aq}.

Another type of intrusion are exhaustive attacks which con-
sist in checking all possible combinations of ciphering keys.
For the proposed method the size of a private key equals
LKEY = LBLPAR bits where LB is a number of bits per pa-
rameter. In paper [34], we proposed an effective way of map-
ping of private key bits to the values of transform parameters.
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eter is calculated on the basis of a number of LB bits of a
private key assigned to it. Those bits represent in a natural
code an integer number by which constant 2π/2LB must be
multiplied. If we assume such way of coding of parameter val-
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from Fig. 1 it can be calculated that a number of possible pri-
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very high. Also the probability of random generation of a key
which is close to a given one in the sense of Hamming distance
is very low (cf. paper [34]). In the view of the above, we can
consider this type of attacks to be highly inefficient.

The remaining and far more feasible forms of attacks are
based on ciphertext. It means that for such methods it would
be enough to know only encrypted data which in the case of
video transmissions can be freely accessible. In the litera-
ture [7, 22] several cryptanalytic methods which are tuned to
the selected encryption algorithms were formulated. We mean
here the encryption algorithms that modify the signs of DC
coefficients [4], permute DCT coefficients [5], or consist in
modification of the tables of Huffman codes. For the first of
the listed algorithms it was proved in paper [22] that such en-
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cracked solely on the basis of known distribution of DC coef-
ficients. Similarly permutations of DCT coefficients are sub-
ject to relatively easy cryptanalysis based on the knowledge of
typical for natural images distribution of their variances which
was proved in paper [7]. In addition the techniques that mod-
ify Huffman tables of codes are vulnerable to attacks based on
similar statistics (see [22]). Since the proposed method does
not change the statistical characteristics of the signal nor mod-
ify the Huffman tables of codes then it is obvious that the men-
tioned cryptanalytic attacks would be ineffective here.

The latest cryptanalytic method based solely on ciphered
data is the Non-Zero-Counting Attack (NZCA) technique for-
mulated in paper [23]. This method is effective for encryption
algorithms operating only in DCT domain. Its main advan-
tage is versatility and the lack of knowledge of the encryption
method. The principle of operation of NZCA is very simple
and is based on counting a number of non-zero AC coefficients
in DCT domain for each 8 on 8 pixel area of an image. Then,
on the basis of that number and with aid of simple threshold-
ing rules black or white colour is assigned back to the same
area. Although this method does not allow for an exact re-
construction of plain image the obtained result in a form of
binary image with eightfold reduced horizontal and vertical
resolution usually allows to recognize the basic content (see
Fig. 12). In paper [23] authors also provide several important
hints which allow to design an encryption algorithm that is re-
sistant to NZCA. Such algorithm should operate in a global
sense, i.e. regarding the whole image, by swapping between
each other image areas of sizes 8 on 8 pixels. The proposed
method meets this requirement. Here, the areas are not only
swapped but also mixed in the sense of orthogonal linear com-
binations. In Fig. 12 we present results of NZCA on Lena.bmp
image encrypted with the proposed method and method from
paper [5]. The content of an image encoded with the proposed
method is entirely illegible. The visible square areas with sizes
of 64 on 64 pixels result from the way of mapping data vectors
into blocks. Here, the mapping took a simple form, i.e. the co-
efficients coming from neighboring 8 on 8 pixel areas formed
64-element plain vectors. It is well-know that such mapping
may be arbitrary in accordance with the definition of the pro-
posed method.

NZCA for method from [5] NZCA for the proposed method

Fig. 12. NZCA on Lena.bmp image encrypted with parametric per-
mutations [5] and the proposed method
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phertext together with the security analysis of the proposed
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sual data have a lower value than financial or military ones. For
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that visual data should not be protected but the degree of secu-
rity must be maintained at the level adequate to its significance.
In the considered case it means that an attempt to break the ci-
pher must be more expensive than the value of data itself.

Among known types of cryptanalytic attacks we consider in
the first place those which operate on plain data. The proposed
method is a linear technique and as such it is not resistant to
this type of attacks. However, in the case of visual data, e.g.
digital television broadcasts, it can be assumed that access to
the source of data transmission in order to inject prepared con-
tent can be very difficult or even impossible. If such form of at-
tacks is practically feasible it is possible to increase the level of
security by modifying the cipher key frequently enough what
in the case of the proposed method corresponds to the frequent
modification of the list of ciphering matrices {Aq}.
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sist in checking all possible combinations of ciphering keys.
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vate keys, e.g., for N = 64 and LB = 2, would be as high as
LKEY = 22 64

2 (2log2 64− 1) = 21408 > 10423. In addition, in
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data is the Non-Zero-Counting Attack (NZCA) technique for-
mulated in paper [23]. This method is effective for encryption
algorithms operating only in DCT domain. Its main advan-
tage is versatility and the lack of knowledge of the encryption
method. The principle of operation of NZCA is very simple
and is based on counting a number of non-zero AC coefficients
in DCT domain for each 8 on 8 pixel area of an image. Then,
on the basis of that number and with aid of simple threshold-
ing rules black or white colour is assigned back to the same
area. Although this method does not allow for an exact re-
construction of plain image the obtained result in a form of
binary image with eightfold reduced horizontal and vertical
resolution usually allows to recognize the basic content (see
Fig. 12). In paper [23] authors also provide several important
hints which allow to design an encryption algorithm that is re-
sistant to NZCA. Such algorithm should operate in a global
sense, i.e. regarding the whole image, by swapping between
each other image areas of sizes 8 on 8 pixels. The proposed
method meets this requirement. Here, the areas are not only
swapped but also mixed in the sense of orthogonal linear com-
binations. In Fig. 12 we present results of NZCA on Lena.bmp
image encrypted with the proposed method and method from
paper [5]. The content of an image encoded with the proposed
method is entirely illegible. The visible square areas with sizes
of 64 on 64 pixels result from the way of mapping data vectors
into blocks. Here, the mapping took a simple form, i.e. the co-
efficients coming from neighboring 8 on 8 pixel areas formed
64-element plain vectors. It is well-know that such mapping
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Fig. 12. NZCA on Lena.bmp image encrypted with parametric per-
mutations [5] and the proposed method
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phertext together with the security analysis of the proposed
method in the context of such attacks. The computational effi-
ciency of the proposed method is also discussed in detail.

6.1. Security analysis. As it was already mentioned the vi-
sual data have a lower value than financial or military ones. For
this reason the safety requirements for data encryption meth-
ods are proportionally lower. This does not mean, however,
that visual data should not be protected but the degree of secu-
rity must be maintained at the level adequate to its significance.
In the considered case it means that an attempt to break the ci-
pher must be more expensive than the value of data itself.

Among known types of cryptanalytic attacks we consider in
the first place those which operate on plain data. The proposed
method is a linear technique and as such it is not resistant to
this type of attacks. However, in the case of visual data, e.g.
digital television broadcasts, it can be assumed that access to
the source of data transmission in order to inject prepared con-
tent can be very difficult or even impossible. If such form of at-
tacks is practically feasible it is possible to increase the level of
security by modifying the cipher key frequently enough what
in the case of the proposed method corresponds to the frequent
modification of the list of ciphering matrices {Aq}.

Another type of intrusion are exhaustive attacks which con-
sist in checking all possible combinations of ciphering keys.
For the proposed method the size of a private key equals
LKEY = LBLPAR bits where LB is a number of bits per pa-
rameter. In paper [34], we proposed an effective way of map-
ping of private key bits to the values of transform parameters.
It consists in dividing for each parameter an interval of angle
variation (from 0 to 2π radians) into a number of 2LB subin-
tervals of equal lengths 2π/2LB . Then the value of param-
eter is calculated on the basis of a number of LB bits of a
private key assigned to it. Those bits represent in a natural
code an integer number by which constant 2π/2LB must be
multiplied. If we assume such way of coding of parameter val-
ues and also consider FPOT with the computational structure
from Fig. 1 it can be calculated that a number of possible pri-
vate keys, e.g., for N = 64 and LB = 2, would be as high as
LKEY = 22 64

2 (2log2 64− 1) = 21408 > 10423. In addition, in
this paper (see Fig. 6, 11) and also in paper [34] it was shown
experimentally that the values of relative MSE of signal recon-
struction in the case of random guessing of a private key are
very high. Also the probability of random generation of a key
which is close to a given one in the sense of Hamming distance
is very low (cf. paper [34]). In the view of the above, we can
consider this type of attacks to be highly inefficient.

The remaining and far more feasible forms of attacks are
based on ciphertext. It means that for such methods it would
be enough to know only encrypted data which in the case of
video transmissions can be freely accessible. In the litera-
ture [7, 22] several cryptanalytic methods which are tuned to
the selected encryption algorithms were formulated. We mean
here the encryption algorithms that modify the signs of DC
coefficients [4], permute DCT coefficients [5], or consist in
modification of the tables of Huffman codes. For the first of
the listed algorithms it was proved in paper [22] that such en-

cryption method is a variant of Vinegenèr cipher and can be
cracked solely on the basis of known distribution of DC coef-
ficients. Similarly permutations of DCT coefficients are sub-
ject to relatively easy cryptanalysis based on the knowledge of
typical for natural images distribution of their variances which
was proved in paper [7]. In addition the techniques that mod-
ify Huffman tables of codes are vulnerable to attacks based on
similar statistics (see [22]). Since the proposed method does
not change the statistical characteristics of the signal nor mod-
ify the Huffman tables of codes then it is obvious that the men-
tioned cryptanalytic attacks would be ineffective here.

The latest cryptanalytic method based solely on ciphered
data is the Non-Zero-Counting Attack (NZCA) technique for-
mulated in paper [23]. This method is effective for encryption
algorithms operating only in DCT domain. Its main advan-
tage is versatility and the lack of knowledge of the encryption
method. The principle of operation of NZCA is very simple
and is based on counting a number of non-zero AC coefficients
in DCT domain for each 8 on 8 pixel area of an image. Then,
on the basis of that number and with aid of simple threshold-
ing rules black or white colour is assigned back to the same
area. Although this method does not allow for an exact re-
construction of plain image the obtained result in a form of
binary image with eightfold reduced horizontal and vertical
resolution usually allows to recognize the basic content (see
Fig. 12). In paper [23] authors also provide several important
hints which allow to design an encryption algorithm that is re-
sistant to NZCA. Such algorithm should operate in a global
sense, i.e. regarding the whole image, by swapping between
each other image areas of sizes 8 on 8 pixels. The proposed
method meets this requirement. Here, the areas are not only
swapped but also mixed in the sense of orthogonal linear com-
binations. In Fig. 12 we present results of NZCA on Lena.bmp
image encrypted with the proposed method and method from
paper [5]. The content of an image encoded with the proposed
method is entirely illegible. The visible square areas with sizes
of 64 on 64 pixels result from the way of mapping data vectors
into blocks. Here, the mapping took a simple form, i.e. the co-
efficients coming from neighboring 8 on 8 pixel areas formed
64-element plain vectors. It is well-know that such mapping
may be arbitrary in accordance with the definition of the pro-
posed method.

NZCA for method from [5] NZCA for the proposed method

Fig. 12. NZCA on Lena.bmp image encrypted with parametric per-
mutations [5] and the proposed method
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phertext together with the security analysis of the proposed
method in the context of such attacks. The computational effi-
ciency of the proposed method is also discussed in detail.

6.1. Security analysis. As it was already mentioned the vi-
sual data have a lower value than financial or military ones. For
this reason the safety requirements for data encryption meth-
ods are proportionally lower. This does not mean, however,
that visual data should not be protected but the degree of secu-
rity must be maintained at the level adequate to its significance.
In the considered case it means that an attempt to break the ci-
pher must be more expensive than the value of data itself.

Among known types of cryptanalytic attacks we consider in
the first place those which operate on plain data. The proposed
method is a linear technique and as such it is not resistant to
this type of attacks. However, in the case of visual data, e.g.
digital television broadcasts, it can be assumed that access to
the source of data transmission in order to inject prepared con-
tent can be very difficult or even impossible. If such form of at-
tacks is practically feasible it is possible to increase the level of
security by modifying the cipher key frequently enough what
in the case of the proposed method corresponds to the frequent
modification of the list of ciphering matrices {Aq}.

Another type of intrusion are exhaustive attacks which con-
sist in checking all possible combinations of ciphering keys.
For the proposed method the size of a private key equals
LKEY = LBLPAR bits where LB is a number of bits per pa-
rameter. In paper [34], we proposed an effective way of map-
ping of private key bits to the values of transform parameters.
It consists in dividing for each parameter an interval of angle
variation (from 0 to 2π radians) into a number of 2LB subin-
tervals of equal lengths 2π/2LB . Then the value of param-
eter is calculated on the basis of a number of LB bits of a
private key assigned to it. Those bits represent in a natural
code an integer number by which constant 2π/2LB must be
multiplied. If we assume such way of coding of parameter val-
ues and also consider FPOT with the computational structure
from Fig. 1 it can be calculated that a number of possible pri-
vate keys, e.g., for N = 64 and LB = 2, would be as high as
LKEY = 22 64

2 (2log2 64− 1) = 21408 > 10423. In addition, in
this paper (see Fig. 6, 11) and also in paper [34] it was shown
experimentally that the values of relative MSE of signal recon-
struction in the case of random guessing of a private key are
very high. Also the probability of random generation of a key
which is close to a given one in the sense of Hamming distance
is very low (cf. paper [34]). In the view of the above, we can
consider this type of attacks to be highly inefficient.

The remaining and far more feasible forms of attacks are
based on ciphertext. It means that for such methods it would
be enough to know only encrypted data which in the case of
video transmissions can be freely accessible. In the litera-
ture [7, 22] several cryptanalytic methods which are tuned to
the selected encryption algorithms were formulated. We mean
here the encryption algorithms that modify the signs of DC
coefficients [4], permute DCT coefficients [5], or consist in
modification of the tables of Huffman codes. For the first of
the listed algorithms it was proved in paper [22] that such en-

cryption method is a variant of Vinegenèr cipher and can be
cracked solely on the basis of known distribution of DC coef-
ficients. Similarly permutations of DCT coefficients are sub-
ject to relatively easy cryptanalysis based on the knowledge of
typical for natural images distribution of their variances which
was proved in paper [7]. In addition the techniques that mod-
ify Huffman tables of codes are vulnerable to attacks based on
similar statistics (see [22]). Since the proposed method does
not change the statistical characteristics of the signal nor mod-
ify the Huffman tables of codes then it is obvious that the men-
tioned cryptanalytic attacks would be ineffective here.

The latest cryptanalytic method based solely on ciphered
data is the Non-Zero-Counting Attack (NZCA) technique for-
mulated in paper [23]. This method is effective for encryption
algorithms operating only in DCT domain. Its main advan-
tage is versatility and the lack of knowledge of the encryption
method. The principle of operation of NZCA is very simple
and is based on counting a number of non-zero AC coefficients
in DCT domain for each 8 on 8 pixel area of an image. Then,
on the basis of that number and with aid of simple threshold-
ing rules black or white colour is assigned back to the same
area. Although this method does not allow for an exact re-
construction of plain image the obtained result in a form of
binary image with eightfold reduced horizontal and vertical
resolution usually allows to recognize the basic content (see
Fig. 12). In paper [23] authors also provide several important
hints which allow to design an encryption algorithm that is re-
sistant to NZCA. Such algorithm should operate in a global
sense, i.e. regarding the whole image, by swapping between
each other image areas of sizes 8 on 8 pixels. The proposed
method meets this requirement. Here, the areas are not only
swapped but also mixed in the sense of orthogonal linear com-
binations. In Fig. 12 we present results of NZCA on Lena.bmp
image encrypted with the proposed method and method from
paper [5]. The content of an image encoded with the proposed
method is entirely illegible. The visible square areas with sizes
of 64 on 64 pixels result from the way of mapping data vectors
into blocks. Here, the mapping took a simple form, i.e. the co-
efficients coming from neighboring 8 on 8 pixel areas formed
64-element plain vectors. It is well-know that such mapping
may be arbitrary in accordance with the definition of the pro-
posed method.

NZCA for method from [5] NZCA for the proposed method

Fig. 12. NZCA on Lena.bmp image encrypted with parametric per-
mutations [5] and the proposed method
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phertext together with the security analysis of the proposed
method in the context of such attacks. The computational effi-
ciency of the proposed method is also discussed in detail.

6.1. Security analysis. As it was already mentioned the vi-
sual data have a lower value than financial or military ones. For
this reason the safety requirements for data encryption meth-
ods are proportionally lower. This does not mean, however,
that visual data should not be protected but the degree of secu-
rity must be maintained at the level adequate to its significance.
In the considered case it means that an attempt to break the ci-
pher must be more expensive than the value of data itself.

Among known types of cryptanalytic attacks we consider in
the first place those which operate on plain data. The proposed
method is a linear technique and as such it is not resistant to
this type of attacks. However, in the case of visual data, e.g.
digital television broadcasts, it can be assumed that access to
the source of data transmission in order to inject prepared con-
tent can be very difficult or even impossible. If such form of at-
tacks is practically feasible it is possible to increase the level of
security by modifying the cipher key frequently enough what
in the case of the proposed method corresponds to the frequent
modification of the list of ciphering matrices {Aq}.

Another type of intrusion are exhaustive attacks which con-
sist in checking all possible combinations of ciphering keys.
For the proposed method the size of a private key equals
LKEY = LBLPAR bits where LB is a number of bits per pa-
rameter. In paper [34], we proposed an effective way of map-
ping of private key bits to the values of transform parameters.
It consists in dividing for each parameter an interval of angle
variation (from 0 to 2π radians) into a number of 2LB subin-
tervals of equal lengths 2π/2LB . Then the value of param-
eter is calculated on the basis of a number of LB bits of a
private key assigned to it. Those bits represent in a natural
code an integer number by which constant 2π/2LB must be
multiplied. If we assume such way of coding of parameter val-
ues and also consider FPOT with the computational structure
from Fig. 1 it can be calculated that a number of possible pri-
vate keys, e.g., for N = 64 and LB = 2, would be as high as
LKEY = 22 64

2 (2log2 64− 1) = 21408 > 10423. In addition, in
this paper (see Fig. 6, 11) and also in paper [34] it was shown
experimentally that the values of relative MSE of signal recon-
struction in the case of random guessing of a private key are
very high. Also the probability of random generation of a key
which is close to a given one in the sense of Hamming distance
is very low (cf. paper [34]). In the view of the above, we can
consider this type of attacks to be highly inefficient.

The remaining and far more feasible forms of attacks are
based on ciphertext. It means that for such methods it would
be enough to know only encrypted data which in the case of
video transmissions can be freely accessible. In the litera-
ture [7, 22] several cryptanalytic methods which are tuned to
the selected encryption algorithms were formulated. We mean
here the encryption algorithms that modify the signs of DC
coefficients [4], permute DCT coefficients [5], or consist in
modification of the tables of Huffman codes. For the first of
the listed algorithms it was proved in paper [22] that such en-

cryption method is a variant of Vinegenèr cipher and can be
cracked solely on the basis of known distribution of DC coef-
ficients. Similarly permutations of DCT coefficients are sub-
ject to relatively easy cryptanalysis based on the knowledge of
typical for natural images distribution of their variances which
was proved in paper [7]. In addition the techniques that mod-
ify Huffman tables of codes are vulnerable to attacks based on
similar statistics (see [22]). Since the proposed method does
not change the statistical characteristics of the signal nor mod-
ify the Huffman tables of codes then it is obvious that the men-
tioned cryptanalytic attacks would be ineffective here.

The latest cryptanalytic method based solely on ciphered
data is the Non-Zero-Counting Attack (NZCA) technique for-
mulated in paper [23]. This method is effective for encryption
algorithms operating only in DCT domain. Its main advan-
tage is versatility and the lack of knowledge of the encryption
method. The principle of operation of NZCA is very simple
and is based on counting a number of non-zero AC coefficients
in DCT domain for each 8 on 8 pixel area of an image. Then,
on the basis of that number and with aid of simple threshold-
ing rules black or white colour is assigned back to the same
area. Although this method does not allow for an exact re-
construction of plain image the obtained result in a form of
binary image with eightfold reduced horizontal and vertical
resolution usually allows to recognize the basic content (see
Fig. 12). In paper [23] authors also provide several important
hints which allow to design an encryption algorithm that is re-
sistant to NZCA. Such algorithm should operate in a global
sense, i.e. regarding the whole image, by swapping between
each other image areas of sizes 8 on 8 pixels. The proposed
method meets this requirement. Here, the areas are not only
swapped but also mixed in the sense of orthogonal linear com-
binations. In Fig. 12 we present results of NZCA on Lena.bmp
image encrypted with the proposed method and method from
paper [5]. The content of an image encoded with the proposed
method is entirely illegible. The visible square areas with sizes
of 64 on 64 pixels result from the way of mapping data vectors
into blocks. Here, the mapping took a simple form, i.e. the co-
efficients coming from neighboring 8 on 8 pixel areas formed
64-element plain vectors. It is well-know that such mapping
may be arbitrary in accordance with the definition of the pro-
posed method.

NZCA for method from [5] NZCA for the proposed method

Fig. 12. NZCA on Lena.bmp image encrypted with parametric per-
mutations [5] and the proposed method
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phertext together with the security analysis of the proposed
method in the context of such attacks. The computational effi-
ciency of the proposed method is also discussed in detail.

6.1. Security analysis. As it was already mentioned the vi-
sual data have a lower value than financial or military ones. For
this reason the safety requirements for data encryption meth-
ods are proportionally lower. This does not mean, however,
that visual data should not be protected but the degree of secu-
rity must be maintained at the level adequate to its significance.
In the considered case it means that an attempt to break the ci-
pher must be more expensive than the value of data itself.

Among known types of cryptanalytic attacks we consider in
the first place those which operate on plain data. The proposed
method is a linear technique and as such it is not resistant to
this type of attacks. However, in the case of visual data, e.g.
digital television broadcasts, it can be assumed that access to
the source of data transmission in order to inject prepared con-
tent can be very difficult or even impossible. If such form of at-
tacks is practically feasible it is possible to increase the level of
security by modifying the cipher key frequently enough what
in the case of the proposed method corresponds to the frequent
modification of the list of ciphering matrices {Aq}.

Another type of intrusion are exhaustive attacks which con-
sist in checking all possible combinations of ciphering keys.
For the proposed method the size of a private key equals
LKEY = LBLPAR bits where LB is a number of bits per pa-
rameter. In paper [34], we proposed an effective way of map-
ping of private key bits to the values of transform parameters.
It consists in dividing for each parameter an interval of angle
variation (from 0 to 2π radians) into a number of 2LB subin-
tervals of equal lengths 2π/2LB . Then the value of param-
eter is calculated on the basis of a number of LB bits of a
private key assigned to it. Those bits represent in a natural
code an integer number by which constant 2π/2LB must be
multiplied. If we assume such way of coding of parameter val-
ues and also consider FPOT with the computational structure
from Fig. 1 it can be calculated that a number of possible pri-
vate keys, e.g., for N = 64 and LB = 2, would be as high as
LKEY = 22 64

2 (2log2 64− 1) = 21408 > 10423. In addition, in
this paper (see Fig. 6, 11) and also in paper [34] it was shown
experimentally that the values of relative MSE of signal recon-
struction in the case of random guessing of a private key are
very high. Also the probability of random generation of a key
which is close to a given one in the sense of Hamming distance
is very low (cf. paper [34]). In the view of the above, we can
consider this type of attacks to be highly inefficient.

The remaining and far more feasible forms of attacks are
based on ciphertext. It means that for such methods it would
be enough to know only encrypted data which in the case of
video transmissions can be freely accessible. In the litera-
ture [7, 22] several cryptanalytic methods which are tuned to
the selected encryption algorithms were formulated. We mean
here the encryption algorithms that modify the signs of DC
coefficients [4], permute DCT coefficients [5], or consist in
modification of the tables of Huffman codes. For the first of
the listed algorithms it was proved in paper [22] that such en-

cryption method is a variant of Vinegenèr cipher and can be
cracked solely on the basis of known distribution of DC coef-
ficients. Similarly permutations of DCT coefficients are sub-
ject to relatively easy cryptanalysis based on the knowledge of
typical for natural images distribution of their variances which
was proved in paper [7]. In addition the techniques that mod-
ify Huffman tables of codes are vulnerable to attacks based on
similar statistics (see [22]). Since the proposed method does
not change the statistical characteristics of the signal nor mod-
ify the Huffman tables of codes then it is obvious that the men-
tioned cryptanalytic attacks would be ineffective here.

The latest cryptanalytic method based solely on ciphered
data is the Non-Zero-Counting Attack (NZCA) technique for-
mulated in paper [23]. This method is effective for encryption
algorithms operating only in DCT domain. Its main advan-
tage is versatility and the lack of knowledge of the encryption
method. The principle of operation of NZCA is very simple
and is based on counting a number of non-zero AC coefficients
in DCT domain for each 8 on 8 pixel area of an image. Then,
on the basis of that number and with aid of simple threshold-
ing rules black or white colour is assigned back to the same
area. Although this method does not allow for an exact re-
construction of plain image the obtained result in a form of
binary image with eightfold reduced horizontal and vertical
resolution usually allows to recognize the basic content (see
Fig. 12). In paper [23] authors also provide several important
hints which allow to design an encryption algorithm that is re-
sistant to NZCA. Such algorithm should operate in a global
sense, i.e. regarding the whole image, by swapping between
each other image areas of sizes 8 on 8 pixels. The proposed
method meets this requirement. Here, the areas are not only
swapped but also mixed in the sense of orthogonal linear com-
binations. In Fig. 12 we present results of NZCA on Lena.bmp
image encrypted with the proposed method and method from
paper [5]. The content of an image encoded with the proposed
method is entirely illegible. The visible square areas with sizes
of 64 on 64 pixels result from the way of mapping data vectors
into blocks. Here, the mapping took a simple form, i.e. the co-
efficients coming from neighboring 8 on 8 pixel areas formed
64-element plain vectors. It is well-know that such mapping
may be arbitrary in accordance with the definition of the pro-
posed method.

NZCA for method from [5] NZCA for the proposed method

Fig. 12. NZCA on Lena.bmp image encrypted with parametric per-
mutations [5] and the proposed method
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phertext together with the security analysis of the proposed
method in the context of such attacks. The computational effi-
ciency of the proposed method is also discussed in detail.

6.1. Security analysis. As it was already mentioned the vi-
sual data have a lower value than financial or military ones. For
this reason the safety requirements for data encryption meth-
ods are proportionally lower. This does not mean, however,
that visual data should not be protected but the degree of secu-
rity must be maintained at the level adequate to its significance.
In the considered case it means that an attempt to break the ci-
pher must be more expensive than the value of data itself.

Among known types of cryptanalytic attacks we consider in
the first place those which operate on plain data. The proposed
method is a linear technique and as such it is not resistant to
this type of attacks. However, in the case of visual data, e.g.
digital television broadcasts, it can be assumed that access to
the source of data transmission in order to inject prepared con-
tent can be very difficult or even impossible. If such form of at-
tacks is practically feasible it is possible to increase the level of
security by modifying the cipher key frequently enough what
in the case of the proposed method corresponds to the frequent
modification of the list of ciphering matrices {Aq}.

Another type of intrusion are exhaustive attacks which con-
sist in checking all possible combinations of ciphering keys.
For the proposed method the size of a private key equals
LKEY = LBLPAR bits where LB is a number of bits per pa-
rameter. In paper [34], we proposed an effective way of map-
ping of private key bits to the values of transform parameters.
It consists in dividing for each parameter an interval of angle
variation (from 0 to 2π radians) into a number of 2LB subin-
tervals of equal lengths 2π/2LB . Then the value of param-
eter is calculated on the basis of a number of LB bits of a
private key assigned to it. Those bits represent in a natural
code an integer number by which constant 2π/2LB must be
multiplied. If we assume such way of coding of parameter val-
ues and also consider FPOT with the computational structure
from Fig. 1 it can be calculated that a number of possible pri-
vate keys, e.g., for N = 64 and LB = 2, would be as high as
LKEY = 22 64

2 (2log2 64− 1) = 21408 > 10423. In addition, in
this paper (see Fig. 6, 11) and also in paper [34] it was shown
experimentally that the values of relative MSE of signal recon-
struction in the case of random guessing of a private key are
very high. Also the probability of random generation of a key
which is close to a given one in the sense of Hamming distance
is very low (cf. paper [34]). In the view of the above, we can
consider this type of attacks to be highly inefficient.

The remaining and far more feasible forms of attacks are
based on ciphertext. It means that for such methods it would
be enough to know only encrypted data which in the case of
video transmissions can be freely accessible. In the litera-
ture [7, 22] several cryptanalytic methods which are tuned to
the selected encryption algorithms were formulated. We mean
here the encryption algorithms that modify the signs of DC
coefficients [4], permute DCT coefficients [5], or consist in
modification of the tables of Huffman codes. For the first of
the listed algorithms it was proved in paper [22] that such en-

cryption method is a variant of Vinegenèr cipher and can be
cracked solely on the basis of known distribution of DC coef-
ficients. Similarly permutations of DCT coefficients are sub-
ject to relatively easy cryptanalysis based on the knowledge of
typical for natural images distribution of their variances which
was proved in paper [7]. In addition the techniques that mod-
ify Huffman tables of codes are vulnerable to attacks based on
similar statistics (see [22]). Since the proposed method does
not change the statistical characteristics of the signal nor mod-
ify the Huffman tables of codes then it is obvious that the men-
tioned cryptanalytic attacks would be ineffective here.

The latest cryptanalytic method based solely on ciphered
data is the Non-Zero-Counting Attack (NZCA) technique for-
mulated in paper [23]. This method is effective for encryption
algorithms operating only in DCT domain. Its main advan-
tage is versatility and the lack of knowledge of the encryption
method. The principle of operation of NZCA is very simple
and is based on counting a number of non-zero AC coefficients
in DCT domain for each 8 on 8 pixel area of an image. Then,
on the basis of that number and with aid of simple threshold-
ing rules black or white colour is assigned back to the same
area. Although this method does not allow for an exact re-
construction of plain image the obtained result in a form of
binary image with eightfold reduced horizontal and vertical
resolution usually allows to recognize the basic content (see
Fig. 12). In paper [23] authors also provide several important
hints which allow to design an encryption algorithm that is re-
sistant to NZCA. Such algorithm should operate in a global
sense, i.e. regarding the whole image, by swapping between
each other image areas of sizes 8 on 8 pixels. The proposed
method meets this requirement. Here, the areas are not only
swapped but also mixed in the sense of orthogonal linear com-
binations. In Fig. 12 we present results of NZCA on Lena.bmp
image encrypted with the proposed method and method from
paper [5]. The content of an image encoded with the proposed
method is entirely illegible. The visible square areas with sizes
of 64 on 64 pixels result from the way of mapping data vectors
into blocks. Here, the mapping took a simple form, i.e. the co-
efficients coming from neighboring 8 on 8 pixel areas formed
64-element plain vectors. It is well-know that such mapping
may be arbitrary in accordance with the definition of the pro-
posed method.

NZCA for method from [5] NZCA for the proposed method

Fig. 12. NZCA on Lena.bmp image encrypted with parametric per-
mutations [5] and the proposed method
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this paper (see Fig. 6, 11) and also in paper [34] it was shown 
experimentally that the values of relative MSE of signal recon-
struction in the case of random guessing of a private key are 
very high. Also the probability of random generation of a key 
which is close to a given one in the sense of Hamming distance 
is very low (cf. paper [34]). In the view of the above, we can 
consider this type of attacks to be highly inefficient.

The remaining and far more feasible forms of attacks are 
based on ciphertext. It means that for such methods it would be 
enough to know only encrypted data which in the case of video 
transmissions can be freely accessible. In the literature [7, 22] 
several cryptanalytic methods which are tuned to the selected 
encryption algorithms were formulated. We mean here the en-
cryption algorithms that modify the signs of DC coefficients 
[4], permute DCT coefficients [5], or consist in modification 
of the tables of Huffman codes. For the first of the listed algo-
rithms it was proved in paper [22] that such encryption method 
is a variant of Vinegenèr cipher and can be cracked solely on 
the basis of known distribution of DC coefficients. Similarly 
permutations of DCT coefficients are subject to relatively easy 
cryptanalysis based on the knowledge of typical for natural 
images distribution of their variances which was proved in pa-
per [7]. In addition the techniques that modify Huffman tables 
of codes are vulnerable to attacks based on similar statistics 
(see [22]). Since the proposed method does not change the sta-
tistical characteristics of the signal nor modify the Huffman 
tables of codes, then it is obvious that the mentioned cryptan-
alytic attacks would be ineffective here.

The latest cryptanalytic method based solely on ciphered 
data is the Non-Zero-Counting Attack (NZCA) technique for-
mulated in paper [23]. This method is effective for encryption 
algorithms operating only in DCT domain. Its main advantage 
is versatility and the lack of knowledge of the encryption meth-
od. The principle of operation of NZCA is very simple and is 
based on counting a number of non-zero AC coefficients in 
DCT domain for each 8 on 8 pixel area of an image. Then, on 
the basis of that number and with aid of simple thresholding 
rules black or white colour is assigned back to the same area. 
Although this method does not allow for an exact reconstruc-
tion of plain image the obtained result in a form of binary 
image with eightfold reduced horizontal and vertical resolu-
tion usually allows to recognize the basic content (see Fig. 
12). In paper [23] authors also provide several important hints 
which allow to design an encryption algorithm that is resistant 
to NZCA. Such algorithm should operate in a global sense, i.e. 
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regarding the whole image, by swapping between each other, 
image areas of sizes 8 on 8 pixels. The proposed method meets 
this requirement. Here, the areas are not only swapped but also 
mixed in the sense of orthogonal linear combinations. In Fig. 12 
we present results of NZCA on Lena.bmp image encrypted with 
the proposed method and method from paper [5]. The content 
of an image encoded with the proposed method is entirely il-
legible. The visible square areas with sizes of 64 on 64 pixels 
result from the way of mapping data vectors into blocks. Here, 
the mapping took a simple form, i.e. the coefficients coming 
from neighboring 8 on 8 pixel areas formed 64-element plain 
vectors. It is well-know that such mapping may be arbitrary in 
accordance with the definition of the proposed method.

6.2. Analysis of computational complexity. The computational 
complexity of the proposed method is strictly dependent on the 
complexities of encrypting transforms Aq. If in place of Aq ma-
trices we take transforms described by the structures of FPOTs 
than the resulting computational complexity related to a single 
data vector would be of order 
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6.2. Analysis of computational complexity. The computa-
tional complexity of the proposed method is strictly dependent
on the complexities of encrypting transforms Aq. If in place
of Aq matrices we take transforms described by the structures
of FPOTs than the resulting computational complexity related
to a single data vector would be of order O(N log2 N). It is
also obvious that in the general case the calculation of FPOT
would require floating point additions and multiplications with
a number of the same order. Then by comparing the proposed
method with methods from [4] and [5], which in turn require
O(N) sign changes and O(N log2 N) simple swaps of elements,
it would turn out that the proposed approach has higher com-
putational complexity. However, it should be noted that FPOTs
have computational structures convenient for hardware imple-
mentations in ASIC or FPGA circuits, including mass-parallel
and pipeline-parallel realizations. In addition, if the computa-
tional structure of FPOT is also a structure of the fast algorithm
of DCT (the structure from Fig. 1 with proper values of pa-
rameters allows for fast calculation of DCT [39]) then it would
possible to calculate DCT as well as ciphering transforms Aq
with aid of the same hardware implementation. Hence, the
proposed method still allows to construct computationally ef-
ficient systems of joint compression and encryption of data at
potentially lower costs than in the case of hardware implemen-
tations of conventional data encryption algorithms, i.e. IDEA,
DES, 3DES, AES etc.

7. Summary and conclusions
In this paper the authors propose a novel method of joint
compression and encryption of visual data, i.e. static im-
ages and video sequences. The method is designed to ex-
tend existing data compression standards for: static images
(e.g. JPEG), sequences of images (e.g. MJPEG) or video se-
quences (e.g. MPEG). In the proposed approach the encryption
of data is realized with aid of fast parametric orthogonal trans-
forms while the compression stage uses well-known scheme of
block quantization with an additional step of entropy coding.
It was shown in the paper that:

• in the case of the proposed method the stage of data encryp-
tion does not affect the effectiveness of data compression in
the case of entropy coding of the first order (e.g. using Huff-
man coding). This property allows to formulate the concept
of secure block quantization;

• application of the proposed method in connection with JPEG
standard results in relatively small impact on the effective-
ness of compression, while the obtained level of image con-
tent concealment is high, i.e. visually higher than for compa-
rable techniques based on orthogonal transforms (see [4,5]).

Moreover, the proposed method extends existing techniques of
visual data encryption [4, 5] to the case of parametric trans-
forms of arbitrary shapes. This gives an immediate profit in
the form of higher combinatorial complexity of the method.

In this paper the authors also concerned the security aspects
of the method with respect to existing types of cryptanalytic at-
tacks. It was shown that the proposed method is resistant to the

types of attacks known for visual data encryption algorithms
including the most effective NZCA [23]. In addition, the pro-
posed method can be characterized as computationally highly
effective since it allows to use fast parametric transforms at the
stage of data encryption. In particular, it is possible to use the
same hardware implementations for compression and encryp-
tion of data. Moreover, the encryption stage can be embedded
directly into the domain of input signal what is also a novelty
in the case of visual data encryption algorithms.

In the view of presented results and discussion, we con-
clude that the proposed approach meets the requirements for
this class of algorithms and hence, it can be successfully ap-
plied in practical applications of compression and encryption
of visual data with the compliance to existing standards, i.e.
JPEG, MJPEG, or MPEG.

Appendix A. Proof of the Theorem
According to the initial assumptions of the theorem the set
of plain vectors is divided into M/N non-overlapping blocks
u f (q,r). Each block is indexed by q = 0,1, . . . ,M/N − 1 and
holds a number of N vectors for r = 0,1, . . . ,N − 1. At
the beginning we describe vectors obtained after the first
step of intra-block mixing with respect to plain vectors,
i.e. u f (q,r)(k) = u f (q,k)(r) for q = 0,1, . . . ,M/N − 1 and
r,k = 0,1, . . . ,N − 1. It is possible to describe the relation be-
tween vectors v f (q,r) and v f (q,r) in the same way. It takes form:
v f (q,r)(k) = v f (q,k)(r). Naturally vectors v f (q,r) appear as the
result of multiplication of matrix Aq by vectors u f (q,r). Hence,
we can write:

v f (q,r)(k) =
N−1

∑
n=0

Aq(k,n)u f (q,r)(n).

By combining given expressions we have:

v f (q,r)(k) =
N−1

∑
n=0

Aq(r,n)u f (q,n)(k). (5)

It should be note that for the given division of vectors into
blocks the autocovariance matrices for plain and encrypted
vectors can be defined as:

Ruu
∆
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M

M−1

∑
i=0

uiuT
i =

1
M

M/N−1

∑
q=0
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f (q,r).

In accordance with definition (6) the elements of autocovari-
ance matrices Ruu and Rvv can be calculated as:

Ruu(k, l) =
1
M

M
N −1

∑
q=0

N−1

∑
r=0

u f (q,r)(k)u f (q,r)(l) (7)

for k, l = 0,1, . . . ,N −1 and as:

Rvv(k, l) =
1
M

M
N −1

∑
q=0

N−1

∑
r=0

v f (q,r)(k)v f (q,r)(l) (8)
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6.2. Analysis of computational complexity. The computa-
tional complexity of the proposed method is strictly dependent
on the complexities of encrypting transforms Aq. If in place
of Aq matrices we take transforms described by the structures
of FPOTs than the resulting computational complexity related
to a single data vector would be of order O(N log2 N). It is
also obvious that in the general case the calculation of FPOT
would require floating point additions and multiplications with
a number of the same order. Then by comparing the proposed
method with methods from [4] and [5], which in turn require
O(N) sign changes and O(N log2 N) simple swaps of elements,
it would turn out that the proposed approach has higher com-
putational complexity. However, it should be noted that FPOTs
have computational structures convenient for hardware imple-
mentations in ASIC or FPGA circuits, including mass-parallel
and pipeline-parallel realizations. In addition, if the computa-
tional structure of FPOT is also a structure of the fast algorithm
of DCT (the structure from Fig. 1 with proper values of pa-
rameters allows for fast calculation of DCT [39]) then it would
possible to calculate DCT as well as ciphering transforms Aq
with aid of the same hardware implementation. Hence, the
proposed method still allows to construct computationally ef-
ficient systems of joint compression and encryption of data at
potentially lower costs than in the case of hardware implemen-
tations of conventional data encryption algorithms, i.e. IDEA,
DES, 3DES, AES etc.

7. Summary and conclusions
In this paper the authors propose a novel method of joint
compression and encryption of visual data, i.e. static im-
ages and video sequences. The method is designed to ex-
tend existing data compression standards for: static images
(e.g. JPEG), sequences of images (e.g. MJPEG) or video se-
quences (e.g. MPEG). In the proposed approach the encryption
of data is realized with aid of fast parametric orthogonal trans-
forms while the compression stage uses well-known scheme of
block quantization with an additional step of entropy coding.
It was shown in the paper that:

• in the case of the proposed method the stage of data encryp-
tion does not affect the effectiveness of data compression in
the case of entropy coding of the first order (e.g. using Huff-
man coding). This property allows to formulate the concept
of secure block quantization;

• application of the proposed method in connection with JPEG
standard results in relatively small impact on the effective-
ness of compression, while the obtained level of image con-
tent concealment is high, i.e. visually higher than for compa-
rable techniques based on orthogonal transforms (see [4,5]).

Moreover, the proposed method extends existing techniques of
visual data encryption [4, 5] to the case of parametric trans-
forms of arbitrary shapes. This gives an immediate profit in
the form of higher combinatorial complexity of the method.

In this paper the authors also concerned the security aspects
of the method with respect to existing types of cryptanalytic at-
tacks. It was shown that the proposed method is resistant to the

types of attacks known for visual data encryption algorithms
including the most effective NZCA [23]. In addition, the pro-
posed method can be characterized as computationally highly
effective since it allows to use fast parametric transforms at the
stage of data encryption. In particular, it is possible to use the
same hardware implementations for compression and encryp-
tion of data. Moreover, the encryption stage can be embedded
directly into the domain of input signal what is also a novelty
in the case of visual data encryption algorithms.

In the view of presented results and discussion, we con-
clude that the proposed approach meets the requirements for
this class of algorithms and hence, it can be successfully ap-
plied in practical applications of compression and encryption
of visual data with the compliance to existing standards, i.e.
JPEG, MJPEG, or MPEG.

Appendix A. Proof of the Theorem
According to the initial assumptions of the theorem the set
of plain vectors is divided into M/N non-overlapping blocks
u f (q,r). Each block is indexed by q = 0,1, . . . ,M/N − 1 and
holds a number of N vectors for r = 0,1, . . . ,N − 1. At
the beginning we describe vectors obtained after the first
step of intra-block mixing with respect to plain vectors,
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r,k = 0,1, . . . ,N − 1. It is possible to describe the relation be-
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v f (q,r)(k) = v f (q,k)(r). Naturally vectors v f (q,r) appear as the
result of multiplication of matrix Aq by vectors u f (q,r). Hence,
we can write:
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∑
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By combining given expressions we have:
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6.2. Analysis of computational complexity. The computa-
tional complexity of the proposed method is strictly dependent
on the complexities of encrypting transforms Aq. If in place
of Aq matrices we take transforms described by the structures
of FPOTs than the resulting computational complexity related
to a single data vector would be of order O(N log2 N). It is
also obvious that in the general case the calculation of FPOT
would require floating point additions and multiplications with
a number of the same order. Then by comparing the proposed
method with methods from [4] and [5], which in turn require
O(N) sign changes and O(N log2 N) simple swaps of elements,
it would turn out that the proposed approach has higher com-
putational complexity. However, it should be noted that FPOTs
have computational structures convenient for hardware imple-
mentations in ASIC or FPGA circuits, including mass-parallel
and pipeline-parallel realizations. In addition, if the computa-
tional structure of FPOT is also a structure of the fast algorithm
of DCT (the structure from Fig. 1 with proper values of pa-
rameters allows for fast calculation of DCT [39]) then it would
possible to calculate DCT as well as ciphering transforms Aq
with aid of the same hardware implementation. Hence, the
proposed method still allows to construct computationally ef-
ficient systems of joint compression and encryption of data at
potentially lower costs than in the case of hardware implemen-
tations of conventional data encryption algorithms, i.e. IDEA,
DES, 3DES, AES etc.

7. Summary and conclusions
In this paper the authors propose a novel method of joint
compression and encryption of visual data, i.e. static im-
ages and video sequences. The method is designed to ex-
tend existing data compression standards for: static images
(e.g. JPEG), sequences of images (e.g. MJPEG) or video se-
quences (e.g. MPEG). In the proposed approach the encryption
of data is realized with aid of fast parametric orthogonal trans-
forms while the compression stage uses well-known scheme of
block quantization with an additional step of entropy coding.
It was shown in the paper that:

• in the case of the proposed method the stage of data encryp-
tion does not affect the effectiveness of data compression in
the case of entropy coding of the first order (e.g. using Huff-
man coding). This property allows to formulate the concept
of secure block quantization;

• application of the proposed method in connection with JPEG
standard results in relatively small impact on the effective-
ness of compression, while the obtained level of image con-
tent concealment is high, i.e. visually higher than for compa-
rable techniques based on orthogonal transforms (see [4,5]).

Moreover, the proposed method extends existing techniques of
visual data encryption [4, 5] to the case of parametric trans-
forms of arbitrary shapes. This gives an immediate profit in
the form of higher combinatorial complexity of the method.

In this paper the authors also concerned the security aspects
of the method with respect to existing types of cryptanalytic at-
tacks. It was shown that the proposed method is resistant to the

types of attacks known for visual data encryption algorithms
including the most effective NZCA [23]. In addition, the pro-
posed method can be characterized as computationally highly
effective since it allows to use fast parametric transforms at the
stage of data encryption. In particular, it is possible to use the
same hardware implementations for compression and encryp-
tion of data. Moreover, the encryption stage can be embedded
directly into the domain of input signal what is also a novelty
in the case of visual data encryption algorithms.

In the view of presented results and discussion, we con-
clude that the proposed approach meets the requirements for
this class of algorithms and hence, it can be successfully ap-
plied in practical applications of compression and encryption
of visual data with the compliance to existing standards, i.e.
JPEG, MJPEG, or MPEG.

Appendix A. Proof of the Theorem
According to the initial assumptions of the theorem the set
of plain vectors is divided into M/N non-overlapping blocks
u f (q,r). Each block is indexed by q = 0,1, . . . ,M/N − 1 and
holds a number of N vectors for r = 0,1, . . . ,N − 1. At
the beginning we describe vectors obtained after the first
step of intra-block mixing with respect to plain vectors,
i.e. u f (q,r)(k) = u f (q,k)(r) for q = 0,1, . . . ,M/N − 1 and
r,k = 0,1, . . . ,N − 1. It is possible to describe the relation be-
tween vectors v f (q,r) and v f (q,r) in the same way. It takes form:
v f (q,r)(k) = v f (q,k)(r). Naturally vectors v f (q,r) appear as the
result of multiplication of matrix Aq by vectors u f (q,r). Hence,
we can write:

v f (q,r)(k) =
N−1

∑
n=0

Aq(k,n)u f (q,r)(n).

By combining given expressions we have:

v f (q,r)(k) =
N−1

∑
n=0

Aq(r,n)u f (q,n)(k). (5)

It should be note that for the given division of vectors into
blocks the autocovariance matrices for plain and encrypted
vectors can be defined as:
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 simple swaps of elements, it would 
turn out that the proposed approach has higher computation-
al complexity. However, it should be noted that FPOTs have 
computational structures convenient for hardware implemen-
tations in ASIC or FPGA circuits, including mass-parallel and 
pipeline-parallel realizations. In addition, if the computational 
structure of FPOT is also a structure of the fast algorithm of 
DCT (the structure from Fig. 1 with proper values of parameters 
allows for fast calculation of DCT [39]) then it would possible 
to calculate DCT as well as ciphering transforms Aq with aid of 
the same hardware implementation. Hence, the proposed meth-
od still allows to construct computationally efficient systems of 
joint compression and encryption of data at potentially lower 
costs than in the case of hardware implementations of con-
ventional data encryption algorithms, i.e. IDEA, DES, 3DES, 
AES, etc.

7. Summary and conclusions

In this paper the authors propose a novel method of joint com-
pression and encryption of visual data, i.e. static images and 
video sequences. The method is designed to extend existing 
data compression standards for: static images (e.g. JPEG), 
sequences of images (e.g. MJPEG) or video sequences (e.g. 
MPEG). In the proposed approach the encryption of data is re-
alized with aid of fast parametric orthogonal transforms, while 
the compression stage uses well-known scheme of block quan-
tization with an additional step of entropy coding. It was shown 
in the paper that:
● in the case of the proposed method, the stage of data encryp-

tion does not affect the effectiveness of data compression 
in the case of entropy coding of the first order (e.g. using 
Huffman coding). This property allows to formulate the con-
cept of secure block quantization;

● application of the proposed method in connection with 
JPEG standard results in relatively small impact on the ef-
fectiveness of compression, while the obtained level of im-
age content concealment is high, i.e. visually higher than 
for comparable techniques based on orthogonal transforms 
(see [4, 5]).

Moreover, the proposed method extends existing techniques 
of visual data encryption [4, 5] to the case of parametric trans-
forms of arbitrary shapes. This gives an immediate profit in the 
form of higher combinatorial complexity of the method.

In this paper the authors also concerned the security aspects 
of the method with respect to existing types of cryptanalytic 
attacks. It was shown that the proposed method is resistant to 
the types of attacks known for visual data encryption algorithms 
including the most effective NZCA [23]. In addition, the pro-
posed method can be characterized as computationally highly 
effective since it allows to use fast parametric transforms at the 
stage of data encryption. In particular, it is possible to use the 
same hardware implementations for compression and encryp-
tion of data. Moreover, the encryption stage can be embedded 
directly into the domain of input signal, which is also a novelty 
in the case of visual data encryption algorithms.

In the view of presented results and discussion, we con-
clude that the proposed approach meets the requirements for 
this class of algorithms and hence, it can be successfully used 
in practical applications of compression and encryption of vi-
sual data with the compliance to existing standards, i.e. JPEG, 
MJPEG, or MPEG.

Appendix A. Proof of the Theorem

According to the initial assumptions of the theorem the set 
of plain vectors is divided into M/N non-overlapping blocks 
uf (q,r). Each block is indexed by q = 0,1, …, M/N – 1 and holds 
a number of N vectors for r = 0,1, …, N – 1. At the beginning 
we describe vectors obtained after the first step of intra-block 
mixing with respect to plain vectors, i.e. 
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6.2. Analysis of computational complexity. The computa-
tional complexity of the proposed method is strictly dependent
on the complexities of encrypting transforms Aq. If in place
of Aq matrices we take transforms described by the structures
of FPOTs than the resulting computational complexity related
to a single data vector would be of order O(N log2 N). It is
also obvious that in the general case the calculation of FPOT
would require floating point additions and multiplications with
a number of the same order. Then by comparing the proposed
method with methods from [4] and [5], which in turn require
O(N) sign changes and O(N log2 N) simple swaps of elements,
it would turn out that the proposed approach has higher com-
putational complexity. However, it should be noted that FPOTs
have computational structures convenient for hardware imple-
mentations in ASIC or FPGA circuits, including mass-parallel
and pipeline-parallel realizations. In addition, if the computa-
tional structure of FPOT is also a structure of the fast algorithm
of DCT (the structure from Fig. 1 with proper values of pa-
rameters allows for fast calculation of DCT [39]) then it would
possible to calculate DCT as well as ciphering transforms Aq
with aid of the same hardware implementation. Hence, the
proposed method still allows to construct computationally ef-
ficient systems of joint compression and encryption of data at
potentially lower costs than in the case of hardware implemen-
tations of conventional data encryption algorithms, i.e. IDEA,
DES, 3DES, AES etc.

7. Summary and conclusions
In this paper the authors propose a novel method of joint
compression and encryption of visual data, i.e. static im-
ages and video sequences. The method is designed to ex-
tend existing data compression standards for: static images
(e.g. JPEG), sequences of images (e.g. MJPEG) or video se-
quences (e.g. MPEG). In the proposed approach the encryption
of data is realized with aid of fast parametric orthogonal trans-
forms while the compression stage uses well-known scheme of
block quantization with an additional step of entropy coding.
It was shown in the paper that:

• in the case of the proposed method the stage of data encryp-
tion does not affect the effectiveness of data compression in
the case of entropy coding of the first order (e.g. using Huff-
man coding). This property allows to formulate the concept
of secure block quantization;

• application of the proposed method in connection with JPEG
standard results in relatively small impact on the effective-
ness of compression, while the obtained level of image con-
tent concealment is high, i.e. visually higher than for compa-
rable techniques based on orthogonal transforms (see [4,5]).

Moreover, the proposed method extends existing techniques of
visual data encryption [4, 5] to the case of parametric trans-
forms of arbitrary shapes. This gives an immediate profit in
the form of higher combinatorial complexity of the method.

In this paper the authors also concerned the security aspects
of the method with respect to existing types of cryptanalytic at-
tacks. It was shown that the proposed method is resistant to the
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stage of data encryption. In particular, it is possible to use the
same hardware implementations for compression and encryp-
tion of data. Moreover, the encryption stage can be embedded
directly into the domain of input signal what is also a novelty
in the case of visual data encryption algorithms.

In the view of presented results and discussion, we con-
clude that the proposed approach meets the requirements for
this class of algorithms and hence, it can be successfully ap-
plied in practical applications of compression and encryption
of visual data with the compliance to existing standards, i.e.
JPEG, MJPEG, or MPEG.
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holds a number of N vectors for r = 0,1, . . . ,N − 1. At
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we can write:
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Fig. 3. Data encryption stage based on intra-block mixing of vectors

r = 0,1, . . . ,N−1 in accordance with the following rule: the
first resulting vector (obtained after mixing) holds 1st index
elements from all plain vectors in the block, the second re-
sulting vector holds 2nd index elements, etc. (see Fig. 3).
This step is called intra-block mixing of vectors. As a result
we obtain a set of vectors: {u f (q,r)}.

5. Encrypt individual vectors in block as v f (q,r) = Aqu f (q,r) for
r = 0,1, . . . ,N −1.

6. Perform second intra-block mixing of vectors from the set
{v f (q,r)}. As a result a set {v f (q,r)} of encrypted vectors is
obtained.

7. Repeat steps 4-6 for each block of plain vectors, i.e. for
q = 0,1, . . . ,M/N −1.

8. Finish.

As a results of operation of the above algorithm each block
of plain vectors {u f (q,r)} is converted into one block of en-
crypted vectors {v f (q,r)}. The list of orthogonal ciphering ma-
trices {Aq} can contain M/N distinct matrices. It means that
each block of plain vectors can be encrypted with aid of indi-
vidual ciphering matrix.

4.3. Joint compression and encryption. Fundamental from
the point of view of joint compression and encryption of data
is the following theorem whose proof is given in Appendix A.

Theorem. Let there be given a set of N-element plain
vectors {ui} for i = 0,1, . . . ,M − 1 grouped into a number
of M/N disjoint blocks {u f (q,r) : r = 0,1, . . . ,N − 1} where
q = 0,1, . . . ,M/N−1. Then the stage of data encryption based
on intra-block mixing preserves equality of second order sta-
tistical characteristics between plain and encrypted vectors for
any list {Aq : q = 0,1, . . . ,M/N − 1} of orthogonal ciphering
matrices. It means that the equality of autocovariance matrices
holds.

In accordance with the theorem an encryption step based on
intra-block mixing of vectors preserves the form of autocovari-
ance matrix. Thus, it follows directly that data encryption step
can be performed without affecting the compression efficiency
in both input signal (i.e. ui = xi) and U transform (i.e. ui = yi)
domains (see Fig. 2). By keeping the autocovariance matrix of
input data {xi} unchanged we ensure no influence on the effec-
tiveness of U transformation. In turn the preservation of auto-
covariance matrix for yi vectors would not, in particular, affect
the value of the product of variances described by formula (4).
Then it is possible to formulate the scheme of joint compres-
sion and encryption of data (see Fig. 4) where the encryption
step can be embedded arbitrarily into the domains of input sig-
nal or U transform. The practical application of this scheme
requires: to choose the domain of placement of the encryption
stage, to operate in accordance with block quantization proce-
dure, and to follow the steps of the proposed algorithm of data
encryption.

The block quantization includes a step of entropy cod-
ing (c.f. Fig. 4). If we assume the entropy coding of the
first order which operates on a random variable being a mix-
ture of variables corresponding to each component y(n) for
n = 0,1, . . . ,N − 1, e.g. Huffman coding, then the stage of
data encryption also does not affect the efficiency of entropy
coding. This is due to the fact that the preservation of autoco-
variance matrix means, in particular, the preservation of vari-
ances of random variables. The distribution of random vari-
ables would be always Gaussian on the basis of the central
limit theorem [38]. The expected values of random variables
which are zeros would be also left unchanged. Thus, the en-
cryption step does not alter the values of parameters of random
variables which are important from the point of view of en-
tropy coding of the first order.
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Fig. 4. Scheme of joint compression and encryption of data

The stage of data decryption requires the scheme analogous
to that depicted in Fig. 3. It is obvious that the ciphering ma-
trices should be replaced by their inverses, i.e. {AT

q }, and also
the process of plain vectors mapping into blocks using f (q,r)
function should be reversed.

5. Experimental research
For experimental verification of the effectiveness of the pro-
posed method we performed a series of experiments involving

4 Bull. Pol. Ac.: Tech. XX(Y) 2016

 in 

Fig. 12. NZCA on Lena.bmp image encrypted with parametric permu-
tations [5] and the proposed method

NZCA for method from [5] NZCA for the proposed method

Brought to you by | Gdansk University of Technology
Authenticated

Download Date | 6/23/16 10:15 AM



381Bull.  Pol.  Ac.:  Tech.  64(2)  2016

Joint compression and encryption of visual data using orthogonal parametric transforms

the same way. It takes form: 

D. Puchala and M. M. Yatsymirskyy

6.2. Analysis of computational complexity. The computa-
tional complexity of the proposed method is strictly dependent
on the complexities of encrypting transforms Aq. If in place
of Aq matrices we take transforms described by the structures
of FPOTs than the resulting computational complexity related
to a single data vector would be of order O(N log2 N). It is
also obvious that in the general case the calculation of FPOT
would require floating point additions and multiplications with
a number of the same order. Then by comparing the proposed
method with methods from [4] and [5], which in turn require
O(N) sign changes and O(N log2 N) simple swaps of elements,
it would turn out that the proposed approach has higher com-
putational complexity. However, it should be noted that FPOTs
have computational structures convenient for hardware imple-
mentations in ASIC or FPGA circuits, including mass-parallel
and pipeline-parallel realizations. In addition, if the computa-
tional structure of FPOT is also a structure of the fast algorithm
of DCT (the structure from Fig. 1 with proper values of pa-
rameters allows for fast calculation of DCT [39]) then it would
possible to calculate DCT as well as ciphering transforms Aq
with aid of the same hardware implementation. Hence, the
proposed method still allows to construct computationally ef-
ficient systems of joint compression and encryption of data at
potentially lower costs than in the case of hardware implemen-
tations of conventional data encryption algorithms, i.e. IDEA,
DES, 3DES, AES etc.

7. Summary and conclusions
In this paper the authors propose a novel method of joint
compression and encryption of visual data, i.e. static im-
ages and video sequences. The method is designed to ex-
tend existing data compression standards for: static images
(e.g. JPEG), sequences of images (e.g. MJPEG) or video se-
quences (e.g. MPEG). In the proposed approach the encryption
of data is realized with aid of fast parametric orthogonal trans-
forms while the compression stage uses well-known scheme of
block quantization with an additional step of entropy coding.
It was shown in the paper that:

• in the case of the proposed method the stage of data encryp-
tion does not affect the effectiveness of data compression in
the case of entropy coding of the first order (e.g. using Huff-
man coding). This property allows to formulate the concept
of secure block quantization;

• application of the proposed method in connection with JPEG
standard results in relatively small impact on the effective-
ness of compression, while the obtained level of image con-
tent concealment is high, i.e. visually higher than for compa-
rable techniques based on orthogonal transforms (see [4,5]).

Moreover, the proposed method extends existing techniques of
visual data encryption [4, 5] to the case of parametric trans-
forms of arbitrary shapes. This gives an immediate profit in
the form of higher combinatorial complexity of the method.

In this paper the authors also concerned the security aspects
of the method with respect to existing types of cryptanalytic at-
tacks. It was shown that the proposed method is resistant to the

types of attacks known for visual data encryption algorithms
including the most effective NZCA [23]. In addition, the pro-
posed method can be characterized as computationally highly
effective since it allows to use fast parametric transforms at the
stage of data encryption. In particular, it is possible to use the
same hardware implementations for compression and encryp-
tion of data. Moreover, the encryption stage can be embedded
directly into the domain of input signal what is also a novelty
in the case of visual data encryption algorithms.

In the view of presented results and discussion, we con-
clude that the proposed approach meets the requirements for
this class of algorithms and hence, it can be successfully ap-
plied in practical applications of compression and encryption
of visual data with the compliance to existing standards, i.e.
JPEG, MJPEG, or MPEG.

Appendix A. Proof of the Theorem
According to the initial assumptions of the theorem the set
of plain vectors is divided into M/N non-overlapping blocks
u f (q,r). Each block is indexed by q = 0,1, . . . ,M/N − 1 and
holds a number of N vectors for r = 0,1, . . . ,N − 1. At
the beginning we describe vectors obtained after the first
step of intra-block mixing with respect to plain vectors,
i.e. u f (q,r)(k) = u f (q,k)(r) for q = 0,1, . . . ,M/N − 1 and
r,k = 0,1, . . . ,N − 1. It is possible to describe the relation be-
tween vectors v f (q,r) and v f (q,r) in the same way. It takes form:
v f (q,r)(k) = v f (q,k)(r). Naturally vectors v f (q,r) appear as the
result of multiplication of matrix Aq by vectors u f (q,r). Hence,
we can write:

v f (q,r)(k) =
N−1

∑
n=0

Aq(k,n)u f (q,r)(n).

By combining given expressions we have:

v f (q,r)(k) =
N−1

∑
n=0

Aq(r,n)u f (q,n)(k). (5)

It should be note that for the given division of vectors into
blocks the autocovariance matrices for plain and encrypted
vectors can be defined as:

Ruu
∆
=

1
M

M−1

∑
i=0

uiuT
i =

1
M

M/N−1

∑
q=0

N−1

∑
r=0

u f (q,r)u
T
f (q,r), (6)

Rvv
∆
=

1
M

M−1

∑
i=0

vivT
i =

1
M

M/N−1

∑
q=0

N−1

∑
r=0

v f (q,r)v
T
f (q,r).

In accordance with definition (6) the elements of autocovari-
ance matrices Ruu and Rvv can be calculated as:

Ruu(k, l) =
1
M

M
N −1

∑
q=0

N−1

∑
r=0

u f (q,r)(k)u f (q,r)(l) (7)

for k, l = 0,1, . . . ,N −1 and as:

Rvv(k, l) =
1
M

M
N −1

∑
q=0

N−1

∑
r=0

v f (q,r)(k)v f (q,r)(l) (8)
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6.2. Analysis of computational complexity. The computa-
tional complexity of the proposed method is strictly dependent
on the complexities of encrypting transforms Aq. If in place
of Aq matrices we take transforms described by the structures
of FPOTs than the resulting computational complexity related
to a single data vector would be of order O(N log2 N). It is
also obvious that in the general case the calculation of FPOT
would require floating point additions and multiplications with
a number of the same order. Then by comparing the proposed
method with methods from [4] and [5], which in turn require
O(N) sign changes and O(N log2 N) simple swaps of elements,
it would turn out that the proposed approach has higher com-
putational complexity. However, it should be noted that FPOTs
have computational structures convenient for hardware imple-
mentations in ASIC or FPGA circuits, including mass-parallel
and pipeline-parallel realizations. In addition, if the computa-
tional structure of FPOT is also a structure of the fast algorithm
of DCT (the structure from Fig. 1 with proper values of pa-
rameters allows for fast calculation of DCT [39]) then it would
possible to calculate DCT as well as ciphering transforms Aq
with aid of the same hardware implementation. Hence, the
proposed method still allows to construct computationally ef-
ficient systems of joint compression and encryption of data at
potentially lower costs than in the case of hardware implemen-
tations of conventional data encryption algorithms, i.e. IDEA,
DES, 3DES, AES etc.

7. Summary and conclusions
In this paper the authors propose a novel method of joint
compression and encryption of visual data, i.e. static im-
ages and video sequences. The method is designed to ex-
tend existing data compression standards for: static images
(e.g. JPEG), sequences of images (e.g. MJPEG) or video se-
quences (e.g. MPEG). In the proposed approach the encryption
of data is realized with aid of fast parametric orthogonal trans-
forms while the compression stage uses well-known scheme of
block quantization with an additional step of entropy coding.
It was shown in the paper that:

• in the case of the proposed method the stage of data encryp-
tion does not affect the effectiveness of data compression in
the case of entropy coding of the first order (e.g. using Huff-
man coding). This property allows to formulate the concept
of secure block quantization;

• application of the proposed method in connection with JPEG
standard results in relatively small impact on the effective-
ness of compression, while the obtained level of image con-
tent concealment is high, i.e. visually higher than for compa-
rable techniques based on orthogonal transforms (see [4,5]).

Moreover, the proposed method extends existing techniques of
visual data encryption [4, 5] to the case of parametric trans-
forms of arbitrary shapes. This gives an immediate profit in
the form of higher combinatorial complexity of the method.

In this paper the authors also concerned the security aspects
of the method with respect to existing types of cryptanalytic at-
tacks. It was shown that the proposed method is resistant to the

types of attacks known for visual data encryption algorithms
including the most effective NZCA [23]. In addition, the pro-
posed method can be characterized as computationally highly
effective since it allows to use fast parametric transforms at the
stage of data encryption. In particular, it is possible to use the
same hardware implementations for compression and encryp-
tion of data. Moreover, the encryption stage can be embedded
directly into the domain of input signal what is also a novelty
in the case of visual data encryption algorithms.

In the view of presented results and discussion, we con-
clude that the proposed approach meets the requirements for
this class of algorithms and hence, it can be successfully ap-
plied in practical applications of compression and encryption
of visual data with the compliance to existing standards, i.e.
JPEG, MJPEG, or MPEG.

Appendix A. Proof of the Theorem
According to the initial assumptions of the theorem the set
of plain vectors is divided into M/N non-overlapping blocks
u f (q,r). Each block is indexed by q = 0,1, . . . ,M/N − 1 and
holds a number of N vectors for r = 0,1, . . . ,N − 1. At
the beginning we describe vectors obtained after the first
step of intra-block mixing with respect to plain vectors,
i.e. u f (q,r)(k) = u f (q,k)(r) for q = 0,1, . . . ,M/N − 1 and
r,k = 0,1, . . . ,N − 1. It is possible to describe the relation be-
tween vectors v f (q,r) and v f (q,r) in the same way. It takes form:
v f (q,r)(k) = v f (q,k)(r). Naturally vectors v f (q,r) appear as the
result of multiplication of matrix Aq by vectors u f (q,r). Hence,
we can write:

v f (q,r)(k) =
N−1

∑
n=0

Aq(k,n)u f (q,r)(n).

By combining given expressions we have:

v f (q,r)(k) =
N−1

∑
n=0

Aq(r,n)u f (q,n)(k). (5)

It should be note that for the given division of vectors into
blocks the autocovariance matrices for plain and encrypted
vectors can be defined as:
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In accordance with definition (6) the elements of autocovari-
ance matrices Ruu and Rvv can be calculated as:

Ruu(k, l) =
1
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u f (q,r)(k)u f (q,r)(l) (7)

for k, l = 0,1, . . . ,N −1 and as:
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6.2. Analysis of computational complexity. The computa-
tional complexity of the proposed method is strictly dependent
on the complexities of encrypting transforms Aq. If in place
of Aq matrices we take transforms described by the structures
of FPOTs than the resulting computational complexity related
to a single data vector would be of order O(N log2 N). It is
also obvious that in the general case the calculation of FPOT
would require floating point additions and multiplications with
a number of the same order. Then by comparing the proposed
method with methods from [4] and [5], which in turn require
O(N) sign changes and O(N log2 N) simple swaps of elements,
it would turn out that the proposed approach has higher com-
putational complexity. However, it should be noted that FPOTs
have computational structures convenient for hardware imple-
mentations in ASIC or FPGA circuits, including mass-parallel
and pipeline-parallel realizations. In addition, if the computa-
tional structure of FPOT is also a structure of the fast algorithm
of DCT (the structure from Fig. 1 with proper values of pa-
rameters allows for fast calculation of DCT [39]) then it would
possible to calculate DCT as well as ciphering transforms Aq
with aid of the same hardware implementation. Hence, the
proposed method still allows to construct computationally ef-
ficient systems of joint compression and encryption of data at
potentially lower costs than in the case of hardware implemen-
tations of conventional data encryption algorithms, i.e. IDEA,
DES, 3DES, AES etc.

7. Summary and conclusions
In this paper the authors propose a novel method of joint
compression and encryption of visual data, i.e. static im-
ages and video sequences. The method is designed to ex-
tend existing data compression standards for: static images
(e.g. JPEG), sequences of images (e.g. MJPEG) or video se-
quences (e.g. MPEG). In the proposed approach the encryption
of data is realized with aid of fast parametric orthogonal trans-
forms while the compression stage uses well-known scheme of
block quantization with an additional step of entropy coding.
It was shown in the paper that:

• in the case of the proposed method the stage of data encryp-
tion does not affect the effectiveness of data compression in
the case of entropy coding of the first order (e.g. using Huff-
man coding). This property allows to formulate the concept
of secure block quantization;

• application of the proposed method in connection with JPEG
standard results in relatively small impact on the effective-
ness of compression, while the obtained level of image con-
tent concealment is high, i.e. visually higher than for compa-
rable techniques based on orthogonal transforms (see [4,5]).

Moreover, the proposed method extends existing techniques of
visual data encryption [4, 5] to the case of parametric trans-
forms of arbitrary shapes. This gives an immediate profit in
the form of higher combinatorial complexity of the method.

In this paper the authors also concerned the security aspects
of the method with respect to existing types of cryptanalytic at-
tacks. It was shown that the proposed method is resistant to the

types of attacks known for visual data encryption algorithms
including the most effective NZCA [23]. In addition, the pro-
posed method can be characterized as computationally highly
effective since it allows to use fast parametric transforms at the
stage of data encryption. In particular, it is possible to use the
same hardware implementations for compression and encryp-
tion of data. Moreover, the encryption stage can be embedded
directly into the domain of input signal what is also a novelty
in the case of visual data encryption algorithms.

In the view of presented results and discussion, we con-
clude that the proposed approach meets the requirements for
this class of algorithms and hence, it can be successfully ap-
plied in practical applications of compression and encryption
of visual data with the compliance to existing standards, i.e.
JPEG, MJPEG, or MPEG.

Appendix A. Proof of the Theorem
According to the initial assumptions of the theorem the set
of plain vectors is divided into M/N non-overlapping blocks
u f (q,r). Each block is indexed by q = 0,1, . . . ,M/N − 1 and
holds a number of N vectors for r = 0,1, . . . ,N − 1. At
the beginning we describe vectors obtained after the first
step of intra-block mixing with respect to plain vectors,
i.e. u f (q,r)(k) = u f (q,k)(r) for q = 0,1, . . . ,M/N − 1 and
r,k = 0,1, . . . ,N − 1. It is possible to describe the relation be-
tween vectors v f (q,r) and v f (q,r) in the same way. It takes form:
v f (q,r)(k) = v f (q,k)(r). Naturally vectors v f (q,r) appear as the
result of multiplication of matrix Aq by vectors u f (q,r). Hence,
we can write:

v f (q,r)(k) =
N−1

∑
n=0

Aq(k,n)u f (q,r)(n).

By combining given expressions we have:

v f (q,r)(k) =
N−1

∑
n=0

Aq(r,n)u f (q,n)(k). (5)

It should be note that for the given division of vectors into
blocks the autocovariance matrices for plain and encrypted
vectors can be defined as:
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ance matrices Ruu and Rvv can be calculated as:
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6.2. Analysis of computational complexity. The computa-
tional complexity of the proposed method is strictly dependent
on the complexities of encrypting transforms Aq. If in place
of Aq matrices we take transforms described by the structures
of FPOTs than the resulting computational complexity related
to a single data vector would be of order O(N log2 N). It is
also obvious that in the general case the calculation of FPOT
would require floating point additions and multiplications with
a number of the same order. Then by comparing the proposed
method with methods from [4] and [5], which in turn require
O(N) sign changes and O(N log2 N) simple swaps of elements,
it would turn out that the proposed approach has higher com-
putational complexity. However, it should be noted that FPOTs
have computational structures convenient for hardware imple-
mentations in ASIC or FPGA circuits, including mass-parallel
and pipeline-parallel realizations. In addition, if the computa-
tional structure of FPOT is also a structure of the fast algorithm
of DCT (the structure from Fig. 1 with proper values of pa-
rameters allows for fast calculation of DCT [39]) then it would
possible to calculate DCT as well as ciphering transforms Aq
with aid of the same hardware implementation. Hence, the
proposed method still allows to construct computationally ef-
ficient systems of joint compression and encryption of data at
potentially lower costs than in the case of hardware implemen-
tations of conventional data encryption algorithms, i.e. IDEA,
DES, 3DES, AES etc.

7. Summary and conclusions
In this paper the authors propose a novel method of joint
compression and encryption of visual data, i.e. static im-
ages and video sequences. The method is designed to ex-
tend existing data compression standards for: static images
(e.g. JPEG), sequences of images (e.g. MJPEG) or video se-
quences (e.g. MPEG). In the proposed approach the encryption
of data is realized with aid of fast parametric orthogonal trans-
forms while the compression stage uses well-known scheme of
block quantization with an additional step of entropy coding.
It was shown in the paper that:

• in the case of the proposed method the stage of data encryp-
tion does not affect the effectiveness of data compression in
the case of entropy coding of the first order (e.g. using Huff-
man coding). This property allows to formulate the concept
of secure block quantization;

• application of the proposed method in connection with JPEG
standard results in relatively small impact on the effective-
ness of compression, while the obtained level of image con-
tent concealment is high, i.e. visually higher than for compa-
rable techniques based on orthogonal transforms (see [4,5]).

Moreover, the proposed method extends existing techniques of
visual data encryption [4, 5] to the case of parametric trans-
forms of arbitrary shapes. This gives an immediate profit in
the form of higher combinatorial complexity of the method.

In this paper the authors also concerned the security aspects
of the method with respect to existing types of cryptanalytic at-
tacks. It was shown that the proposed method is resistant to the

types of attacks known for visual data encryption algorithms
including the most effective NZCA [23]. In addition, the pro-
posed method can be characterized as computationally highly
effective since it allows to use fast parametric transforms at the
stage of data encryption. In particular, it is possible to use the
same hardware implementations for compression and encryp-
tion of data. Moreover, the encryption stage can be embedded
directly into the domain of input signal what is also a novelty
in the case of visual data encryption algorithms.

In the view of presented results and discussion, we con-
clude that the proposed approach meets the requirements for
this class of algorithms and hence, it can be successfully ap-
plied in practical applications of compression and encryption
of visual data with the compliance to existing standards, i.e.
JPEG, MJPEG, or MPEG.

Appendix A. Proof of the Theorem
According to the initial assumptions of the theorem the set
of plain vectors is divided into M/N non-overlapping blocks
u f (q,r). Each block is indexed by q = 0,1, . . . ,M/N − 1 and
holds a number of N vectors for r = 0,1, . . . ,N − 1. At
the beginning we describe vectors obtained after the first
step of intra-block mixing with respect to plain vectors,
i.e. u f (q,r)(k) = u f (q,k)(r) for q = 0,1, . . . ,M/N − 1 and
r,k = 0,1, . . . ,N − 1. It is possible to describe the relation be-
tween vectors v f (q,r) and v f (q,r) in the same way. It takes form:
v f (q,r)(k) = v f (q,k)(r). Naturally vectors v f (q,r) appear as the
result of multiplication of matrix Aq by vectors u f (q,r). Hence,
we can write:
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n=0
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6.2. Analysis of computational complexity. The computa-
tional complexity of the proposed method is strictly dependent
on the complexities of encrypting transforms Aq. If in place
of Aq matrices we take transforms described by the structures
of FPOTs than the resulting computational complexity related
to a single data vector would be of order O(N log2 N). It is
also obvious that in the general case the calculation of FPOT
would require floating point additions and multiplications with
a number of the same order. Then by comparing the proposed
method with methods from [4] and [5], which in turn require
O(N) sign changes and O(N log2 N) simple swaps of elements,
it would turn out that the proposed approach has higher com-
putational complexity. However, it should be noted that FPOTs
have computational structures convenient for hardware imple-
mentations in ASIC or FPGA circuits, including mass-parallel
and pipeline-parallel realizations. In addition, if the computa-
tional structure of FPOT is also a structure of the fast algorithm
of DCT (the structure from Fig. 1 with proper values of pa-
rameters allows for fast calculation of DCT [39]) then it would
possible to calculate DCT as well as ciphering transforms Aq
with aid of the same hardware implementation. Hence, the
proposed method still allows to construct computationally ef-
ficient systems of joint compression and encryption of data at
potentially lower costs than in the case of hardware implemen-
tations of conventional data encryption algorithms, i.e. IDEA,
DES, 3DES, AES etc.

7. Summary and conclusions
In this paper the authors propose a novel method of joint
compression and encryption of visual data, i.e. static im-
ages and video sequences. The method is designed to ex-
tend existing data compression standards for: static images
(e.g. JPEG), sequences of images (e.g. MJPEG) or video se-
quences (e.g. MPEG). In the proposed approach the encryption
of data is realized with aid of fast parametric orthogonal trans-
forms while the compression stage uses well-known scheme of
block quantization with an additional step of entropy coding.
It was shown in the paper that:

• in the case of the proposed method the stage of data encryp-
tion does not affect the effectiveness of data compression in
the case of entropy coding of the first order (e.g. using Huff-
man coding). This property allows to formulate the concept
of secure block quantization;

• application of the proposed method in connection with JPEG
standard results in relatively small impact on the effective-
ness of compression, while the obtained level of image con-
tent concealment is high, i.e. visually higher than for compa-
rable techniques based on orthogonal transforms (see [4,5]).

Moreover, the proposed method extends existing techniques of
visual data encryption [4, 5] to the case of parametric trans-
forms of arbitrary shapes. This gives an immediate profit in
the form of higher combinatorial complexity of the method.

In this paper the authors also concerned the security aspects
of the method with respect to existing types of cryptanalytic at-
tacks. It was shown that the proposed method is resistant to the

types of attacks known for visual data encryption algorithms
including the most effective NZCA [23]. In addition, the pro-
posed method can be characterized as computationally highly
effective since it allows to use fast parametric transforms at the
stage of data encryption. In particular, it is possible to use the
same hardware implementations for compression and encryp-
tion of data. Moreover, the encryption stage can be embedded
directly into the domain of input signal what is also a novelty
in the case of visual data encryption algorithms.

In the view of presented results and discussion, we con-
clude that the proposed approach meets the requirements for
this class of algorithms and hence, it can be successfully ap-
plied in practical applications of compression and encryption
of visual data with the compliance to existing standards, i.e.
JPEG, MJPEG, or MPEG.
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tional complexity of the proposed method is strictly dependent
on the complexities of encrypting transforms Aq. If in place
of Aq matrices we take transforms described by the structures
of FPOTs than the resulting computational complexity related
to a single data vector would be of order O(N log2 N). It is
also obvious that in the general case the calculation of FPOT
would require floating point additions and multiplications with
a number of the same order. Then by comparing the proposed
method with methods from [4] and [5], which in turn require
O(N) sign changes and O(N log2 N) simple swaps of elements,
it would turn out that the proposed approach has higher com-
putational complexity. However, it should be noted that FPOTs
have computational structures convenient for hardware imple-
mentations in ASIC or FPGA circuits, including mass-parallel
and pipeline-parallel realizations. In addition, if the computa-
tional structure of FPOT is also a structure of the fast algorithm
of DCT (the structure from Fig. 1 with proper values of pa-
rameters allows for fast calculation of DCT [39]) then it would
possible to calculate DCT as well as ciphering transforms Aq
with aid of the same hardware implementation. Hence, the
proposed method still allows to construct computationally ef-
ficient systems of joint compression and encryption of data at
potentially lower costs than in the case of hardware implemen-
tations of conventional data encryption algorithms, i.e. IDEA,
DES, 3DES, AES etc.
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In this paper the authors propose a novel method of joint
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(e.g. JPEG), sequences of images (e.g. MJPEG) or video se-
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of data is realized with aid of fast parametric orthogonal trans-
forms while the compression stage uses well-known scheme of
block quantization with an additional step of entropy coding.
It was shown in the paper that:

• in the case of the proposed method the stage of data encryp-
tion does not affect the effectiveness of data compression in
the case of entropy coding of the first order (e.g. using Huff-
man coding). This property allows to formulate the concept
of secure block quantization;

• application of the proposed method in connection with JPEG
standard results in relatively small impact on the effective-
ness of compression, while the obtained level of image con-
tent concealment is high, i.e. visually higher than for compa-
rable techniques based on orthogonal transforms (see [4,5]).

Moreover, the proposed method extends existing techniques of
visual data encryption [4, 5] to the case of parametric trans-
forms of arbitrary shapes. This gives an immediate profit in
the form of higher combinatorial complexity of the method.

In this paper the authors also concerned the security aspects
of the method with respect to existing types of cryptanalytic at-
tacks. It was shown that the proposed method is resistant to the
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including the most effective NZCA [23]. In addition, the pro-
posed method can be characterized as computationally highly
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stage of data encryption. In particular, it is possible to use the
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tion of data. Moreover, the encryption stage can be embedded
directly into the domain of input signal what is also a novelty
in the case of visual data encryption algorithms.

In the view of presented results and discussion, we con-
clude that the proposed approach meets the requirements for
this class of algorithms and hence, it can be successfully ap-
plied in practical applications of compression and encryption
of visual data with the compliance to existing standards, i.e.
JPEG, MJPEG, or MPEG.
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for k, l = 0,1, …, N – 1 respectively. Then substituting expres-
sion (5) into formula (8) we have:
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for k, l = 0,1, . . . ,N−1 respectively. Then substituting expres-
sion (5) into formula (8) we have:
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n=0

u f (q,n)(k)u f (q,n)(l) = Ruu(k, l). (10)

From expression (10) it comes out immediately that elements
Rvv(k, l) for k, l = 0,1, . . . ,N −1 of autocovariance matrix Rvv
are equal to the corresponding elements Ruu(k, l) of autoco-
variance matrix Ruu.�
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On the basis of the orthogonality properties of ciphering matri-
ces we may observe that the sum: 
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for k, l = 0,1, . . . ,N−1 respectively. Then substituting expres-
sion (5) into formula (8) we have:
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On the basis of the orthogonality properties of ciphering matri-
ces we may observe that the sum: ∑N−1

r=0 Aq(r,n)Aq(r,m) equals
1 for m = n and 0 in other cases. Now by taking this into ac-
count we may rewrite formula (9) as:

Rvv(k, l) =
1
M

M
N −1

∑
q=0

N−1

∑
n=0

u f (q,n)(k)u f (q,n)(l) = Ruu(k, l). (10)

From expression (10) it comes out immediately that elements
Rvv(k, l) for k, l = 0,1, . . . ,N −1 of autocovariance matrix Rvv
are equal to the corresponding elements Ruu(k, l) of autoco-
variance matrix Ruu.�
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for m = n and 0 in other cases. Now by taking this into account 
we may rewrite formula (9) as:
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for k, l = 0,1, . . . ,N−1 respectively. Then substituting expres-
sion (5) into formula (8) we have:
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On the basis of the orthogonality properties of ciphering matri-
ces we may observe that the sum: ∑N−1

r=0 Aq(r,n)Aq(r,m) equals
1 for m = n and 0 in other cases. Now by taking this into ac-
count we may rewrite formula (9) as:

Rvv(k, l) =
1
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∑
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∑
n=0

u f (q,n)(k)u f (q,n)(l) = Ruu(k, l). (10)

From expression (10) it comes out immediately that elements
Rvv(k, l) for k, l = 0,1, . . . ,N −1 of autocovariance matrix Rvv
are equal to the corresponding elements Ruu(k, l) of autoco-
variance matrix Ruu.�
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From expression (10) it results immediately that elements Rvv 
(k,  l) for k,  l = 0,1, …,  N – 1 of autocovariance matrix Rvv are 
equal to the corresponding elements Ruu  (k,  l) of autocovari-
ance matrix Ruu.□
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