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The relationships between elements a; of coefficient matrix, elements d; of vector d and elements c; of vector

c in general binary problem are considered. Some of them allow us to establish the values of selected elements
of feasible or optimal vector X. This procedure reduces the dimension of basic problem and can be install in

branch and bound method. It gives positive effects.
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1. General remarks

Let us consider general binary problem in
the following form: find

X €eScB"={xeE":x;€{0,1}, je N}
such that

chxj =ma}SxZN:cjxj (1)
je

S= (2)
X; 6{0,1}, jeN :{1,2,...,n}
and N={12,...,n}.
Without loss of generality we assume that
c;<0 jeN (3)

To illustrate presented in future properties we
will analyze the following example of binary
problem.

Example 1

max—5x;, —6X, —2X; — X,
subject to

4% —2X, — X, <-1=d,

2x +5X, +8x -X,<6=d,

—X +8%, =X, +X,<5=d,

x; €{0,1} j=14

In this case one can easy indicates optimal
solution. It is vector x" =(0, 0, 0,1).

This simplicity comes from iterative applied
property 1 of problem (1)—(2).

2. Selected properties of problem (1)

Property 1
If there exist i and j. such that

D a; +ay >d; (4)

jedi
where

={j:a; <0}

then for each feasible solution X of problem
(1)-(2) we obtain x; =0.
The proof results from the fact that for the value
X; =1 constraint i-th does not hold with any

values of variables x; for j e N .}

This property also holds if J; =& -

Using property 1 for Example 1 in order given
bellow we obtain:

for i=3 and j.=2 Property 1 holds therefore
X, =0,

for i=2 and j.=3 Property 1 holds, therefore
X; =0,

for i=1 and j.=1 Property 1 holds, therefore
X, =0.

Additionally, to satisfy all the constrains we
have to set x, =1.

The generality of Property 1 is the following
one.
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Property 2
If for some 1 the following condition holds

Dlag+ Y a; >d (5)
jedi jedi
where
37 ={j:a;>0}
then exists subset J, #& , J; < J;” such that for
each jeJ; we get x; =0 in every feasible

solution of problem (1)—(2).
The proof results from the fact that if for each

jeJi x;=1, then for any values of variables
x; suchthat j e J; the constraint i-th will not

hold.
This property also holds if J, =& gm

In some cases, for some elements of feasible
solutions we have to set the value 1.

Property 3

If for some i such that d, <0 exists j, such that
Da;<d, and > a;>d, (6)
=h jedi Mo}

where

3 ={j:a;<0}, jyed;
then x; =1 in each feasible solution of problem
(1)-(2). This property also is satisfied if
3\ =2.
The proof results from the fact that if variable

X;, takes the value 0 then the constrain i -th will

not be satisfied for any values of variables x;
suchthat je N\{j,}, N={12,..,n} -

Example 2
max-— 6x, —2X, —5x; —3X,
subject to
X, —=3X, + %, — X, <-2=d,
—X, +X, =5%; +2x,<3=d,
x;€{0,1} j=1,4

For i=1, j,=2 we have
a,+a,=-4<-2=d,
and
a,=-1>-2=d,
therefore x, =1.

Like Property 1 the Property 3 can be
generalized.
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Property 4
If for some i such that d, <0 holds than
the following condition is satisfied

Da;<d; and ) a; >d, (7)

jedy jedi\y;
where
3 ={ita, <0}, 3,3, 3,22
Then for some jeJ; variables x; are equal
to x;=1 in any feasible solution of problem

1-2).
Italso holdsif J; \J, = .

The proof results from the fact that if all
variables X j€J, take the value O, then the

constrain i -th will not be satisfied for any values
of variables x; suchthat je N\ Jgg

In certain cases one can easy indicates a feasible
solution of problem (1)—(2).
Denote by a; the j-th column of matrix A of

problem (1)-(2).

Property 5
If there existsaset J #J, J < N indexes of

columns a; of matrix A for which such
condition holds
Zaj <d,

jed
then the vectorx with elements X; =1 for

jed and x; =0 for je N\J is the feasible
solution of problem (1)—(2).

The proof is evident g

The relationships between the columns of
matrix A and elements of vector C create
the optimal solutions.

Property 6
If there exists index peN of column of
matrix A such that

a,<d and c, = nwaaNx C; (8)
then the optimal solution of problem (1)—(2) has
the form

x,=1 x;=0 jeN\{p} 9)
To prove it we should observe that when
condition (8) is satisfied the value of objective
function decreases if we set x; =1 for any

j=p. -



COMPUTER SCIENCE AND MATHEMATICAL MODELLING 4 13-18 (2016)

The Property 6 takes place in Example 2 for
p=2.

Property 7

If there exists a set J< N of indexes of

columns a; of matrix A and index p such that
Ya;<a, and Y ¢, >c, (10)
jed jed

then x, =0 in optimal solution x = X" (if exists)

of problem (1).

Proof
Let 2" denotes the set of all subsets of set N .
For each Ge2" we define formula
c(G)=)c,

jeG
Denote by

Dz{eezN:Zajsd}z

jeG

={G e2":) ax <d,x, =1}

jeG
set of such subsets of indexes of columns
(variables) which can take value 1 for feasible
solution of problem (1)—(2).

Set G” indexes of variables X, which are equal

to 1 in optimal solution of problem (1) can be
obtain by formula

¢(G7)= maxc(G) (11)
Index p which satisfies condition (10) can not

belong to the set G because only two cases
can take place:
1° a,<d,whichcauses Y a, <d,
jed
therefore with (10) the solution
x;=1for jeJ, x;=0 for jeN\J(12)

is better than the solution

x, =1, x;=0 for je N\{p}, (13)

2° condition apsd does not hold but

condition Zaj <d is satisfied:;
jed
one can distinguish two cases:
- exists nonempty set J,c N
a, + Z;‘ a, <d,
Jedg
therefore from the condition (10) with ¢ <0
the condition »'c;>c,+ > c; is satisfied

jed jedy

such that

and it means that solution (12) is better than
solution x,=1, x;=1 for jeJ, and
X; =0 for other variables,

— does not exist nonempty set J, N such
that ap+2aj <d

Jedg

therefore the solution containing x, =1 is
not feasible. .

To complement the properties mentioned above
we will add one followed [2].

Property 8
If d >0, then the feasible solution X; =0 for all
je N is optimal of problem (1)-(2).

The proof results for the assumption ¢ <0
|

The properties we described can be applied
in Dbranch and bound method to reduce
the dimension of current considered binary
problem on successive steps of this method.

It can decrease the time to obtain optimal
solution.

3. Reducing procedure of number of
variables in the problems defined
on the subsets S, = S

The binary problem on subset S, =S, i.e. in

the k-th vertex of the tree is defined in branch
and bound method as follows:

find X" € S, < E" such that

chx} =max > c;X;+ » ¢;-1+ > ¢, -0

XeSy

jeN jeF jeNg jeNg
(14)
where
XeE”:Zaijijrik,izl,_m,
jeFR
S, = X; e{O,l}, jeFR, (15)
X;=1jeN;, x;=0,jeN,
k=0,1,..
and
N, ={jeN:x =1}, N, ={jeN:x; =0},
N={12,..n},F =N\(N;UN;) S, cs,
where
¢, <0 jeF,. (16)

We will name these variables X, je R, asthe
variables of non-fixed values.
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CPR-Counting procedure for
dimension of problem (14)—(15).

reducing

1. Implement the data of problem (14)—(15).
Set: B, :=0, B, :=dJ.
Comment: B, , B, are the supporting sets
in computing.
When we check the properties 1, 3, 6, 8 for
k>0 we consider vector r¥ instead of
vectord .

2. Check the conditionF, =& .

If YES, goto 3.
If NO, go to 4.

3. Create the vector x(k) setting:
x;:=1for jeN; and jeB,
x;:=0for jeN, and jeB,.
Goto9.
4. Check the Property 8 in the problem
(14)—(15).
If YES,
set: B, : =B, UF,
goto 2.
If NO, go to 5.
5. Check the Property 6 in the problem
(14)—(15).
If yes,
B/ =B, u{p},
B, :=B,UF\{p}, F:=0
X, =1 in the problem (14), (15). Compute

F =0,

set

new values of the elements of vector rk,
goto 2.
If NO, go to 6.

6. Check the Property 1 in the problem
(14)-(15).
If YES,

B, :=B U{ij.l, F:=F \{j.}!,
set: ¥ K {J} k k{]}
Xj, =0

in the problem (14), (15), compute new
values of elements of vector r* ,goto 2.
If NO, goto 7.

7. Check the Property 3 in the problem
(14)—(15).
If YES,

B :=B ulij,!,

set: kf “ {_JO}
B :=F \{jo}, x, =1

in the problem (14)-(15), compute new

values of elements of vector r* ,goto 2.

If NO, go to 8.

8. Set: F:=F \(B/ UB,).End.
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Comment: it is impossible to reduce more
variables of non-fixed values.

9. Check if the vector x(k)eS.

If YES, go to 10.
If NO, go to 11.

10. The solution x"(k)=x(k) is the optimal
solution of problem (14)—(15). End.
Comment: based on the considered
properties all variables obtain the fixed
values.

11. The problem (14)-(15) does not have any
feasible solution. End.

Example 3
The following binary problem is given:

max —5x, —7x, —10x, —3x, — %, (17)

subject to
0

—X;+3X, =5X;—X, +4X; <-2=d, =1,
2X,—6X,+3X; +2X, —2X; <0=d, =1,
X,—2X5 + X, + X <-1=d, =1,

x €{01} i=15
This problem is solved in [1] using branch and

bound method. The optimal solution is
X =(0,1,1,0,0).

Let us apply the procedure CPR to the problem
@an.

Properties 8, 6 and 1 do not work.
One can apply property 3 to the variable X,
then for i=3 j, =3. Therefore X,=1.
Problem (17) after applying the step above is:
max —5X;—7X, —3X, — X —10

subject to

—% +3X, =X, + 4%, <3=r"

2%, —6X, +2X, — 2%, <-3=r,
X, + X, + X g<1=r"
Xy, Xp, Xy X €40,1} (18)

Properties 8, 6 and 1 do not work in
problem (18).
One can apply Property 3 to the variable X,,
theni=2 j,=2 and X, =1.
The problem (18) after applying the step above
is:

max —5x,-3x, — X, —17 (19)
subject to

—X, =X, +4x% <0=r"
2% +2X, — 2%, <3=r1,
X, +Xg<0=r’
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X;, Xq, Xs € {0,1}
The Property 8 works in the problem (19).
Therefore x,=0, X,=0, x=0. This is
the optimal solution of problem (19). Matching
the results of reducing the problem (17) with
X,=1,X;=1 we obtain optimal solution
X =(0,1,1,0,0). In this case the procedure CPR

is very effective.
We apply the procedure CPR to known and

very simple algorithm “indirect search”
described in [2] and [1].
4. Procedure of modified indirect

search algorithm

Assume that the relaxation of problem (14)—(15)
has the following form

find x°(k)eT, oS, such that

D.Ci% =T€§§ZC,-XJ- +2,¢-1+ > ¢;-0

jeN jeFRy jeNy jeNg
(20)

where
x:x; €401} jeF,
T = ‘_{ / _ (21)
X;=1jeN;,x;=0 jeN,

To indicate the wvariable x_, for dividing

p
the vertex S, we apply the following formula.

For (15) we describe the set:
Q ={i:d; <0}, R ={jeF :a;<0, ieQ]

For k>1 we use the vector r* instead of
vector d .

For each jeR, we compute

V, :Ti%((max{o,—mraij})

Index p of variable x, to divide the vertex (set)
S, into two subsets we compute from the

formula
V. =minV

PjeRre

(22)

i
Computing procedure for binary problems.

1. Implement the data of problem (1)—(2).
Set: k:=0, F,:=N, §, =S, Zvx=+ o0,

Ly =—.

2. On the vertex S, we make the following
operations:

2.1. Create the sets.

22. W,, F, N/, N, Q,.

2.3. Compute the assessment Z:ch by
jeNy
solving relaxation (20)-(21).
2.4. Consider Q, .

23.1.If Q = and exists such i, that t, >r, or

Zx <Z,, then the vertex S, one closes and

goes to 3.
Comment: the formula

x’(k)eT, oS, means that i-th constraint
cannot be fulfilled.
232.If Q #@ and Zx>Z, or Q =@ then

we apply procedure CPR for the problem
(14)—(15) in the vertex S, .

2.3.2.1. If the procedure CPR terminates in point
10 then we close the vertex S, .

Count Zx=Z, = Y .¢;+ D ¢;.
jeNy jeR!

Set Z,:=max{Z,,Z,}.
Comment: one remembers vector X that
gives the assessment Z, := max{Z,,Z,}.
Compute and remember the vector x(k)
with elements x; =1 for N/UF’, and
x;=0 for je N, UF .Goto3.

2.3.2.2. If the procedure CPR terminates in

point 11 then we close the vertex S, and

go to 3.
2.3.2.3. If the procedure CPR terminates in point
8, then we set successively:

N :=N; UB/,
N, :=N;UB,, F:=F\(B UB,)
W, :=N\(N; UN, UF).
Count Zx = Y c; . Go to 4.
3. If the set oiief:kctive vertex is empty go to 5,
otherwise take the active vertex according

established rule and go to 2.
4. Divide the set S, into two subsets taking

the variable x, from the formula (22) after
computed the set R, .

Compute the successors of vertex S, and

set the labels of them according the rule of
labelling the vertexes of the tree.

S, =S, N{x:x, =1j,

Sy, =Sy m{ XX, =0}

Set k =k, i.e.. the index of this successor
of vertex S, for which x, =1. Go to 2.
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5. If Z,=—x, then the problem (1)-(2) does
not have any feasible solution i.e. S, =9
If Z,>-c, then the solution X which
gives Z, is the optimal solution of

problem (1), i.e. X =X . End.

5. Conclusions

General binary problem belongs to the class of
NP-hard ones.

The complexity of procedures that verifies
the properties 1, 3, 6, 8 in CPR equals at most
0o(n?%).

Applying CPR procedure we improve
the complexity of current considered binary
problem remaining inside the NP-hard class.
In general such operation takes advantage of
computing.

We know that there exists such binary
problems which dimension cannot be reduced
using considered properties. Therefore we
expect some advantages only in such cases,
when the CPR can be effectively used.
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Metoda podzialu i oszacowan dla zadan binarnych z procedura,
ktora redukuje wymiar zadan

M. CHUDY

Przedstawiono kilka wiasnosci probleméw binarnych, ktdre pozwalajg redukowaé wymiar zadania poprzez
wyszukiwanie i ustalanie wartosci niektorych zmiennych. W dopuszczalnych wektorach binarnych danego
zadania warto$ci te musza by¢ przyjete. Procedurg¢ wykorzystujaca te wiasnosci wmontowano w metode
podziatu i oszacowan, w szczegdlnosci do algorytmu przegladu posredniego dla zadan binarnych.

Stowa kluczowe: problem binarny, metoda podziatu i oszacowan, redukcja wymiaru.
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