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Abstract

Scene understanding is a core problem for field robots. However, many unsolved prob-
lems, like understanding bending paths, severely hinder the implementation due to vary-
ing illumination, irregular features and unstructured boundaries in field environments.
Traditional three-dimensional(3D) environmental perception from 3D point clouds or
fused sensors are costly and account poorly for field unstructured semantic information.
In this paper, we propose a new methodology to understand field bending paths and build
their 3D reconstruction from a monocular camera without prior training. Bending angle
projections are assigned to clusters. Through compositions of their sub-clusters, bending
surfaces are estimated by geometric inferences. Bending path scenes are approximated
bending structures in the 3D reconstruction. Understanding sloping gradient is helpful for
a navigating mobile robot to automatically adjust their speed. Based on geometric con-
straints from a monocular camera, the approach requires no prior training, and is robust
to varying color and illumination. The percentage of incorrectly classified pixels were
compared to the ground truth. Experimental results demonstrated that the method can
successfully understand bending path scenes, meeting the requirements of robot naviga-
tion in an unstructured environment.
Keywords: bending path, field robots, scene understanding

1 Introduction

Delivery using field robots for emergency sup-
plies is a potential way to avoid dangerous and risky
factors. However, there are a multitude of unset-
tled issues. A major difficulty is understanding
unstructured bending paths in field environments,
which suffers varying illumination, diverse colours,
and unpredictable materials. To understand them

through monocular vision can highly improve the
terrain adaptability and the working efficiency of
vision-based field robots.

Traditional algorithms for understanding scenes
from 3D point clouds or RGB-D data are mem-
ory intensive and energy-consuming. To understand
an unstructured environment through a low-cost
monocular camera has advantages in efficiency and
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consumption over them. Depth perception with-
out additional information is innate, and explain-
able visual cues of surfaces with different orien-
tations from monocular vision are of considerable
importance to approximate a scene [1, 2, 3]. Com-
pared to precise absolute depth, the relative depth
and orientation of different spatial structures are
more helpful for scene recovery. Unlike structured
indoor and urban scenes, a bending path, which in-
cludes many unstructured ropes, planks and fences,
appears to be bending structures due to variations
and uneven force distribution. What is more, illu-
mination variations in a natural environment make
most edges of those structures difficult to shape
integrated forms. Their geometric configurations
have two-dimensional(2D) angle projections with
diverse patterns. Surfaces in a bending path scene
often are not so aligned, and these bending angle
projections help us to understand such scenes.

In this paper, we propose a new methodology
to understand and reconstruct bending path scenes
from a low-cost monocular camera without prior
training. New clusters of bending angle projec-
tions are extracted. Through geometric inferences,
compositions of bending surfaces are estimated.
Combined with Manhattan structures, bending path
scenes are understood through relative pose of dif-
ferent planes in 3D reconstruction. According to
the understanding of bending paths, it is possible
for a robot to automatically regulate the speed so as
to adapt current bending surfaces with sloping gra-
dient.

Unlike deep learning-based methods, the pro-
posed method requires no prior training. Further-
more, the method can understand bending paths
without knowledge of the camera’s intrinsic param-
eters nor of precise depth, which enjoys strong mar-
ket advantages over methods on 3D point clouds or
RGB-D data. Simple geometric inferences can ac-
count for changes in color and illumination, mak-
ing applications more reliable and practical in a un-
structured environment.

The percentage of incorrectly classified pixels
were measured by comparing estimated bending
paths to the ground truth. Experimental results indi-
cated that the presented methodology of geometric
inferences has bright application prospects in un-
derstanding bending path scenes from a resource-
constrained vision-based robot.

2 Related work

A number of methods for reconstructing scenes
were proposed such as SFM [4] and visual SLAM
[5]. A Fused Feature Point Network based on deep
learning was presented to learn on raw point clouds
exploiting features of global shape [6]. A tracking
model was introduced to address the problem of oc-
clusions within large groups of featureless objects
through 3D point clouds [7]. However, 3D point
clouds are energy-consuming, and have difficulty in
explaining geometric cues such as edges, textures
and surfaces.

Technology of modelling scenes has progressed
greatly. Indoor layouts and scene details can be
understood by projections of spatial rectangles [8].
The interaction between indoor objects and layouts
with Manhattan assumption were introduced [9]. In
addition, another geometric model was introduced
for estimating indoor attic surfaces [10]. But they
discussed only dominant directions with Manhat-
tan assumption. The camera orientation was taken
into consideration by nonlinear Bayesian filtering
[11]. However, due to lack of modeling bending
surfaces, these methods have difficulty in under-
standing bending paths.

Deep learning-based algorithms have become
popular. A method was proposed to train seg-
mentation models through classification informa-
tion in the training process of network [12]. An-
other approach was presented for semi-supervised
semantic segmentation to learn from limited pixel-
wise annotated samples [13]. A role of knowl-
edge transfer between deep-learning-based classi-
fiers for different crop types was introduced to re-
duce the retraining time and labeling efforts re-
quired for a new crop [14]. Another integrated
framework based on CNNs was contended to auto-
mate detection/recognition of lesions from in-field
images containing part of the coffee tree [15]. How-
ever, lack of interpretability make these data-driven
algorithms less reliable in understanding a scenes.

Many works were proposed to infer scene se-
mantic information. An algorithm was presented
to illuminate the vulnerability aspects of CNNs for
semantic segmentation with respect to adversar-
ial attacks [16]. Semantic segmentation was also
provided by geometric slanted model and a deep
framework through residual connections and fac-
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torized convolutions [17, 18]. Another architec-
ture of visual attention was contended to infer ob-
jects and curved structures [19, 20]. A multi-task
instance segmentation model based on deep neu-
ral network was contended to predict road lane
and road participants [21]. Another ladder-style
DenseNet-based architecture was contended to fea-
tures high modelling power, efficient upsampling,
and inherent spatial efficiency [22]. But these algo-
rithms are prone to failure in understanding bending
path scenes due to lack of explaining various bend-
ing surfaces.

Impressive researches have been concerned
about off-road environmental semantic segmenta-
tion and object recognition [23, 24]. For unstruc-
tured scenes, a method was proposed for detecting
vanishing points in natural scenes, which combines
contour-based edges for vanishing points [25]. A
semantic segmentation algorithm, based on reso-
lution pyramids and fusion of heterogeneous fea-
tures, was presented to accomplish dense recog-
nition [26]. Semantic segmentation in an un-
structured scene was tried by stereoscopic visual
odometry and a contrastive learning model in the
DeepLabv3+ framework [27, 28]. To overcome
class imbalance and varying environmental topog-
raphy, a pooled class semantic segmentation was
proposed obtain different classes such as sky and
obstacles in off-road environments [29]. How-
ever, these models account poorly for unstructured
boundaries and irregular features of field irrigation
ditches.

There are studies on obstacle avoidance and
traversable areas for autonomous navigation. Pure
geometric models were established to detect the
walkable floor and avoid the obstacles on the ba-
sis of their shapes and postures [30, 31, 32].
Traversability maps of an unstructured environment
were acquired and best path were estimated based
on the specific robot characteristics [33, 34]. Other
architectures were presented to robustly learn the
distribution of traversability costs and the actual
road characteristics [35, 36]. Most of these meth-
ods just focus on classifying traversable or non-
traversable areas, so they are incapable of under-
standing irrigation ditches with soil and vegetation.

A mapping approach on RGB or RGB-D videos
was contended to separately reconstruct 3D models
of fruit trees from both sides [37]. Another seman-

tic mapping system for all terrain vehicles (ATVs)
was proposed to offer the environmental representa-
tion from LiDAR and cameras [38]. A spatial sens-
ing model of multicamera system was built by using
panoramic vision, in order to improve the localiza-
tion precision in weak dynamic environments [39].
However, these approaches don’t have the capacity
to interpret features of rough ditches in a 3D recon-
struction.

Therefore, a methodology was necessary to un-
derstand bending paths in unstructured environ-
ments that included both Manhattan structures and
bending surfaces without prior training from a sin-
gle low-cost camera. Furthermore, a model of high
efficiency and low consumption was needed to meet
the requirements of field robots in an unstructured
environment.

3 Understanding a bending path

There are many ropes, planks, stones and fences
in a bending path scene. Their spatial corners are
projected into 2D angle projections with diverse
configurations, which can be considered as bending
angle projections. Figure 1 shows our system ar-
chitecture. The input is a monocular capture. Lay-
out vanishing points (LVP) represents the VPs of
layout satisfying the Manhattan assumption, while
bending structures are interpreted in the following
sections.

3.1 Preprocessing

Lines and VPs are extracted [40, 8] as follows:

linei = [xi
1,y

i
1,x

i
2,y

i
2], i ∈ N, (1)

LVP = [MV P;V P2;V P3; ]; (2)

where N is the number of lines. The main VP
(MV P) is a point which is closest to the centre of
capture and V P3 is a vertical one.

An angle projection A can be considered as a
composition of two lines:

A= {lines, linen}. (3)

Here lines and linen represent two lines that com-
pose a 2D angle projection [31].
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Figure 1. Our system architecture. For a monocular capture, angle projections and LV P are extracted
based on detected lines. Through new clusters of bending angle projections, sub-clusters, and bending

surfaces, it is possible to understand a path scene including bending sloping gradient, which helps robots
automatically adjust their speed.

Figure 2. Preprocessing. First: input capture. Second: lines. Third: angle projection examples. Right:
Manhattan angle projections.
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Figure 1. Our system architecture. For a monocular capture, angle projections and LV P are extracted
based on detected lines. Through new clusters of bending angle projections, sub-clusters, and bending

surfaces, it is possible to understand a path scene including bending sloping gradient, which helps robots
automatically adjust their speed.

Figure 2. Preprocessing. First: input capture. Second: lines. Third: angle projection examples. Right:
Manhattan angle projections.
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For an angle projection, the following can be
found:

βn1 = atan((yn − yc)/(xn − xc)) (4)

βn2 = atan((ys − yc)/(xs − xc)) (5)

βMV P = atan((yMV P − yc)/(xMV P − xc)) (6)

βV P2 = atan((yV P2 − yc)/(xV P2 − xc)) (7)

βV P3 = atan((yV P3 − yc)/(xV P3 − xc)) (8)

[xc,yc] is the intersection of an angle projection
A. [xs,ys] and [xn,yn] are midpoints of lines and
linen, respectively. MV P = (xMV P,yMV P), V P2 =
(xV P2 ,yV P2), and V P3 = (xV P3 ,yV P3). Accordingly,
Manhattan angle projections are extracted [31], as
shown in Figure 2.

3.2 Bending angle projections

For a bending angle projection, its two lines
are not converging to LVP. Hence, a model to ex-
tract new clusters of bending angle projections is
founded. As to angles βMV P and βV P3 , the minimum
and maximum can be found,

ϕ̃ = min(βMV P,βV P3) (9)

Φ̃ = max(βMV P,βV P3) (10)

A bending angle projection can be seen as ones
that are transformed by rotating a Manhattan angle
projection around its line that is converging to V P2,
which should satisfy the following constraints:

βn2 → βV P2 (11)

Assuming that B(A) is a new cluster of bend-
ing angle projections, their geometric classification
rules are interpreted as shown in Table 1. According
to geometric constraints, new clusters of bending
angle projections are marked as B(A) = 1,2,3,4,
which represent the different position and orienta-
tion, respectively.

According to geometric constraints in Table 1,
it is possible to extract new clusters of bending an-
gle projections ({AB1}, {AB2}, {AB3}, and {AB4}),
as shown in Figure 3.

Table 1. Classifying bending angle projections.

c1 c2 c3 B(A)

xc > xMVP yc > yMV P βn1 /∈ (ϕ̃,Φ̃) 1
xc < xMVP yc > yMV P βn1 ∈ (ϕ̃,Φ̃) 1
xc > xMVP yc > yMV P βn1 ∈ (ϕ̃,Φ̃) 2
xc < xMV P yc > yMV P βn1 /∈ (ϕ̃,Φ̃) 2
xc < xMV P yc < yMV P βn1 /∈ (ϕ̃,Φ̃) 3
xc > xMV P yc < yMV P βn1 ∈ (ϕ̃,Φ̃) 3
xc > xMV P yc < yMV P βn1 /∈ (ϕ̃,Φ̃) 4
xc < xMV P yc < yMV P βn1 ∈ (ϕ̃,Φ̃) 4

3.3 Sub-clusters

A Manhattan rectangular surface can be re-
shaped by the Manhattan angle projection and LV P.
However, since two lines of an angle projection
are not converging to LVP, it is impossible to re-
built a bending rectangular plane by LV P and the
corresponding bending angle projection. Based on
above geometric constraints, a bending surface can
be considered as compositions of bending angle
projections. Therefore, it is important to infer sub-
clusters of bending angle projections.

A bending angle projection can be defined:

ABk = [lineBk
s , lineBk

n ], k ∈ 1,2,3,4 (12)

pA
Bk

c = Γ(lineBk
s , lineBk

n ) (13)

Here lineBk
s is the line related to βn2 , and lineBk

n is
the one corresponding to βn1 . Γ is a function that
calculates a intersection of two lines. pA

Bk
c is the

intersection of lineBk
s and lineBk

n .

For lineBk
s , the following vectors can be found:

γA
Bk

s = arccos
(pline

Bk
s

m − pA
Bk

c )(V P2 − pA
Bk

c )

|pline
Bk
s

m − pABk
c ||V P2 − pABk

c |
(14)

pline
Bk
s

m means the midpoint of lineBk
s , and γABk

s is a
geometric angle with range [0,π].

For lineBk
n , the following is founded:

γA
Bk

n = [xγA
Bk

n ,yγA
Bk

n ] = pline
Bk
n

m − pA
Bk

c (15)

Here pline
Bk
n

m means the midpoint of lineBk
n .
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Figure 3. Bending angle projections. First to fourth: four sets of bending angle projections {AB1}, {AB2},
{AB3}, and {AB4}, respectively. Based on explainable geometric constraints in Table 1, bending angle

projections are successfully extracted.

Figure 4. An example of extracting sub-clusters of bending angle projections {AB2}. Top row: first:
bending angle projections {AB2}; second to fifth: sub-clusters E(AB2) = 1,2,3,4, respectively. Bottom
row: first: γAB2

s is blue line and γAB2
n is red line for bending angle projections when B(A) = 2; second to

fifth: γAB2
s and γAB2

n for each sub-cluster when E(AB2) = 1,2,3,4, respectively. Through geometric
constraints in Table 2, sub-clusters are extracted.
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Figure 3. Bending angle projections. First to fourth: four sets of bending angle projections {AB1}, {AB2},
{AB3}, and {AB4}, respectively. Based on explainable geometric constraints in Table 1, bending angle

projections are successfully extracted.

Figure 4. An example of extracting sub-clusters of bending angle projections {AB2}. Top row: first:
bending angle projections {AB2}; second to fifth: sub-clusters E(AB2) = 1,2,3,4, respectively. Bottom
row: first: γAB2

s is blue line and γAB2
n is red line for bending angle projections when B(A) = 2; second to

fifth: γAB2
s and γAB2

n for each sub-cluster when E(AB2) = 1,2,3,4, respectively. Through geometric
constraints in Table 2, sub-clusters are extracted.
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Table 2. Sub-cluster of bending angle projections.

c1 c2 E(ABk)

γABk
s → 0 yγA

Bk
n > 0 1

γABk
s → 0 yγA

Bk
n < 0 2

γABk
s → π yγA

Bk
n < 0 3

γABk
s → π yγA

Bk
n > 0 4

Each cluster of bending angle projections
(B(A) = 1,2,3,4) are assigned to four sub-clusters
by geometric constraints as shown in Table 2.
Through analyzing γABk

s and γABk
n for bending an-

gle projections, it is possible to extract sub-clusters
E(ABk) = 1,2,3,4. For example, four sub-clusters
of bending angle projections {AB2} are shown in
Figure 4.

3.4 Sub-cluster-pair

Due to complicated variation of occlusion and
illumination in a natural scene, textures always
appear to be patchy and faint, resulting in frag-
mentary surfaces with scattered angle projections.
Therefore, it is important to reshape these surfaces
through composing scattered angle projections. A
surface can be seen as a composition of two bending
angle projections from different sub-clusters, which
can be considered as a sub-cluster-pair.

Assuming that a bending angle projection
ABk has been clustered by E(ABk), for example,
AB1,E3 means an angle projection in B(A) = 1 and
E(AB1) = 3.

Then the following can be found,

ΠBk,E1,E3 =

[
ABk,E1

ABk,E3

]
=

[
lineBk,E1

s , lineBk,E1
n

lineBk,E3
s , lineBk,E3

n

]
(16)

=




Γ(lineBk,E1
s , lineBk,E1

n )

Γ(lineBk,E3
s , lineBk,E1

n )

Γ(lineBk,E3
s , lineBk,E3

n )

Γ(lineBk,E1
s , lineBk,E3

n )


 (17)

St. E(lineBk,E1
s , lineBk,E3

n ) = 4 (18)

E(lineBk,E3
s , lineBk,E1

n ) = 2 (19)

ΠBk,E2,E4 =

[
ABk,E2

ABk,E4

]
=

[
lineBk,E2

s , lineBk,E2
n

lineBk,E4
s , lineBk,E4

n

]
(20)

=




Γ(lineBk,E4
s , lineBk,E2

n )

Γ(lineBk,E2
s , lineBk,E2

n )

Γ(lineBk,E2
s , lineBk,E4

n )

Γ(lineBk,E4
s , lineBk,E4

n )


 (21)

St. E(lineBk,E2
s , lineBk,E4

n ) = 3 (22)

E(lineBk,E4
s , lineBk,E2

n ) = 1 (23)

Here k ∈ 1,2,3,4. ΠBk,E1,E3 is a surface composed
by two angle projections ABk,E1 and ABk,E3 . It also
can be described as four lines (Eq. 16) and four ver-
texes (Eq.17). ΠBk,E2,E4 means a surface of ABk,E2

and ABk,E4 . ΠBk,E1,E3 and ΠBk,E2,E4 are two types of
sub-cluster-pair. E1,E2,E3,E4 are four sub-clusters.
Assuming that {ΠBk,E1,E3 and {ΠBk,E2,E4} are 2 sets
of these two sub-cluster-pair types, the following
can be founded,

P(B,k) = {{ΠBk,E1,E3};{ΠBk,E2,E4}}, k ∈ 1,2,3,4
(24)

Here P(B,k) (e.g., P(B,1), P(B,2), P(B,3), and
P(B,4)) are four surfaces sets estimated by sub-
cluster-pairs, as shown in Figure 5.

3.5 Bending surfaces

Bending structures can be seen as a combina-
tion of potential surfaces stemming from different
clusters. Assuming that Π(B, i) and Π(B, j) are two
surfaces from two sets P(Bi) and P(B j), respec-
tively, four vertexes of one surface can be calcu-
lated, and these vertexes obviously belong to differ-
ent sub-clusters.

For example, four points [pBi
E1
, pBi

E2
, pBi

E3
, pBi

E4
] rep-

resent vertexes of Π(Bi), and ιBi
E1,E2

= [pBi
E1
, pBi

E2
]

means it is a line composed by two vertexes. Then
a combination and its geometric constraints can be
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Figure 5. Bending surfaces of combination of sub-cluster-pairs. P(B,k) represents a set of
sub-cluster-pairs from bending clusters. For two P(B,k), it is possible to obtain corresponding

combinations satisfying geometric constraints. Those sub-cluster-pairs that do not satisfy the geometric
constraints will be eliminated, with no combinations for such two P(B,k), e.g., P(B,1) and P(B,4).

found as follows,

Ci, j =

[
Π(Bi)
Π(B j)

]
, i, j ∈ 1,2,3,4 (25)

=

[
pBi

E1
, pBi

E2
, pBi

E3
, pBi

E4

pB j
E1
, pB j

E2
, pB j

E3
, pB j

E4

]
(26)

=

[
ιBi
E1,E2

, ιBi
E3,E4

ιB j
E1,E2

, ιB j
E3,E4

]
(27)

St. D̃(pBi
E1
, pB j

E2
)→ 0 (28)

D̃(pBi
E3
, pB j

E4
)→ 0 (29)

ιBi
B j

= [Γ(ιBi
E1,E2

, ιBi
E3,E4

),Γ(ιB j
E1,E2

, ιB j
E3,E4

)]→V P3

(30)

Here Ci, j represents a combination of two po-
tential surfaces. D̃ means a function that calculates
Euclidean distance of two points. Eq. 28 and Eq.
29 mean that two adjacent rectangular surfaces that
satisfy integrity constraints are more likely to com-
pose a combination.

In Eq. 30, ιBi
B j

means a line composed by two

points Γ(ιBi
E1,E2

, ιBi
E3,E4

) and Γ(ιB j
E1,E2

, ιB j
E3,E4

), which
can be considered as orientation constraints. Here

Γ is a function that calculates a intersection of two
lines. Although angle projections of bending struc-
tures have diverse 2D configurations, their lines still
keep specific geometric constraints. Here a bend-
ing angle projection can be considered as the one
that is transformed by rotating an original Manhat-
tan angle projection around its line that is converg-
ing to V P2. Therefore, for two lines of a bending
angle projection, one line converges to V P2, and an-
other line should converge to a point that belongs to
a line converging to V P3, which can be defined as
ιBi
B j

→V P3.

For all P(B,k),k ∈ 1,2,3,4, corresponding
combinations can be obtained, as shown in Figure 5.
For two P(B,k), those sub-cluster-pairs that do not
satisfy the geometric constraints will be eliminated.
For example, for two P(B,1) and P(B,4), there
are no combinations satisfying the geometric con-
straints. In a bending path, those bending surfaces
can be written as {Ci, j}.

Finally, it is possible to understand a scene in-
cluding Manhattan planes and bending planes, as
shown in Figure 6.
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Figure 5. Bending surfaces of combination of sub-cluster-pairs. P(B,k) represents a set of
sub-cluster-pairs from bending clusters. For two P(B,k), it is possible to obtain corresponding

combinations satisfying geometric constraints. Those sub-cluster-pairs that do not satisfy the geometric
constraints will be eliminated, with no combinations for such two P(B,k), e.g., P(B,1) and P(B,4).

found as follows,

Ci, j =

[
Π(Bi)
Π(B j)

]
, i, j ∈ 1,2,3,4 (25)

=

[
pBi

E1
, pBi

E2
, pBi

E3
, pBi

E4

pB j
E1
, pB j

E2
, pB j

E3
, pB j

E4

]
(26)

=

[
ιBi
E1,E2

, ιBi
E3,E4

ιB j
E1,E2

, ιB j
E3,E4

]
(27)

St. D̃(pBi
E1
, pB j

E2
)→ 0 (28)

D̃(pBi
E3
, pB j

E4
)→ 0 (29)

ιBi
B j

= [Γ(ιBi
E1,E2

, ιBi
E3,E4

),Γ(ιB j
E1,E2

, ιB j
E3,E4

)]→V P3

(30)

Here Ci, j represents a combination of two po-
tential surfaces. D̃ means a function that calculates
Euclidean distance of two points. Eq. 28 and Eq.
29 mean that two adjacent rectangular surfaces that
satisfy integrity constraints are more likely to com-
pose a combination.

In Eq. 30, ιBi
B j

means a line composed by two

points Γ(ιBi
E1,E2

, ιBi
E3,E4

) and Γ(ιB j
E1,E2

, ιB j
E3,E4

), which
can be considered as orientation constraints. Here

Γ is a function that calculates a intersection of two
lines. Although angle projections of bending struc-
tures have diverse 2D configurations, their lines still
keep specific geometric constraints. Here a bend-
ing angle projection can be considered as the one
that is transformed by rotating an original Manhat-
tan angle projection around its line that is converg-
ing to V P2. Therefore, for two lines of a bending
angle projection, one line converges to V P2, and an-
other line should converge to a point that belongs to
a line converging to V P3, which can be defined as
ιBi
B j

→V P3.

For all P(B,k),k ∈ 1,2,3,4, corresponding
combinations can be obtained, as shown in Figure 5.
For two P(B,k), those sub-cluster-pairs that do not
satisfy the geometric constraints will be eliminated.
For example, for two P(B,1) and P(B,4), there
are no combinations satisfying the geometric con-
straints. In a bending path, those bending surfaces
can be written as {Ci, j}.

Finally, it is possible to understand a scene in-
cluding Manhattan planes and bending planes, as
shown in Figure 6.
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3.6 Sloping gradient

Based on understanding a bending path, a robot
should model the sloping gradient of bending sur-
faces and regulate its speed so as to accomplish nav-
igation. The depth of bending surfaces is difficult
to accurately calculate from a single camera, and it
is essential to infer the relative relationship between
bending surfaces and robot orientation. Because the
world coordinate system and the camera coordinate
system are not coincident, the approximated bend-
ing planes can be regarded as those that are rotated
and translated relative to the coordinates.

Assuming that ΠBk is a surface that belongs to a
bending combination (Ci, j) extracted by the above
inference, it concludes two angle projections (ABk

1
and ABk

2 , k ∈ 1,2,3,4) that can also be described as
follows,

ΠBk =

[
ABk

1
ABk

2

]
=

[
lineBk,1

s , lineBk,1
n

lineBk,2
s , lineBk,2

n

]
(31)

The VP of this surface can be obtained by cal-
culating the follows,

ΨΠBk = Γ(lineBk,1
n , lineBk,2

n ) (32)

Here ΨΠBk means the VP of ΠBk . lineBk,1
n and

lineBk,2
n are two lines that are not converge to LV P

in bending angle projections.

Here ABk
1 and ABk

2 are belonging to a surface.
Assuming that the maximum depth here is D, and
ΨΠBk represents a VP in the bending path, the angle
of sloping gradient can be approximately estimated
by solving the following:

GΨΠBk
= atan(

yΨΠBk√
D2 + x2

ΨΠBk

)−atan(
yM√

D2 + x2
ΨΠBk

)

(33)

Here, GΨΠBk
is the sloping angle of rotation in re-

lation to ΨΠBk . According to the value of sloping
gradient, the posture of a bending structure can be
estimated.

When a robot faces a bending surface, it is im-
portant to determine how to adjust its speed to climb
the bending sloped surfaces. For f ramet (a cap-

ture at time t), here GΨΠBk
(t) represents the bend-

ing sloped gradient between the robot orientation

and the bending surface at time t. In this way, the
acceleration rules of a robot in the camera coordi-
nate system are as shown in Table 3 (e.g., here the
estimated rotation is related to ΨΠBk ).

Table 3. Acceleration rules for estimating rotation
related to ΨΠBk .

Sloping gradient Posture Motion

GΨΠBk
(t)< 0 down− sloping Brake

GΨΠBk
(t)> 0 up− sloping Accelerate

GΨΠBk
(t)→ 0 horizontal Maintain

Based on an understanding of sloping gradient
of bending sloped scenes, the robot can regulate
speed according to the posture of a bending surface.
The process of speed control can be modeled as a

motion of function of GΨΠBk
(t). With the sloped

gradient value, the robot can adjust the acceleration
and brake, step by step. Besides, the higher abso-

lute value (abs(GΨΠBk
(t))) indicates it needs more

aggressive motion.

3.7 Reconstruction of bending surfaces

For bending angle projections ABk
1 and ABk

2 , the
following can be found,

ςBk,1
s =

2pline
Bk ,1
s

m + lline
Bk ,1
s (pline

Bk ,1
s

m − pBk,1
c )

2∥pline
Bk ,1
s

m − pBk,1
c ∥2

(34)

ςBk,1
n =

2pline
Bk ,1
n

m + lline
Bk ,1
n (pline

Bk ,1
n

m − pBk,1
c )

2∥pline
Bk ,1
n

m − pBk,1
c ∥2

(35)

ςBk,2
s =

2pline
Bk ,2
s

m + lline
Bk ,2
s (pline

Bk ,2
s

m − pBk,2
c )

2∥pline
Bk ,2
s

m − pBk,2
c ∥2

(36)

ςBk,2
n =

2pline
Bk ,2
n

m + lline
Bk ,2
n (pline

Bk ,2
n

m − pBk,2
c )

2∥pline
Bk ,2
n

m − pBk,2
c ∥2

(37)

Here pBk,1
c represents the intersection of lineBk,1

s and
lineBk,1

n . pline
Bk ,1
s

m and lline
Bk ,1
s are the midpoint and

length. ςBk,1
s and ςBk,1

n mean two points that are fur-
ther from the intersection. Similarly, pBk,2

c is the
intersection of lineBk,2

s and lineBk,2
n . pline

Bk ,2
s

m and

lline
Bk ,2
s are the midpoint and length, respectively.

ςBk,2
s and ςBk,2

n are two points that are further from
pBk,2

c .
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Figure 6. Scene reconstruction. Left: scene understanding. Second to Fourth: scene reconstruction from
different perspectives. The viewer is at the position symbolized ”eye” looking toward ”view”. The scene is

reconstructed through Manhattan spatial rectangles (e.g., blue, red, brown areas) and bending surfaces
(e.g., turquoise and mint areas).

According to Eq. 11, the following can be
found:

ςBk,1 = Γ([ςBk,1
n ,V P2], [ςBk,1

s ,ΨΠBk ]) (38)

ςBk,2 = Γ([ςBk,2
n ,V P2], [ςBk,2

s ,ΨΠBk ]) (39)

Here ςBk,1 is a intersection of line [ςBk,1
n ,V P2] and

line [ςBk,1
s ,ΨΠBk ]. ςBk,2 represents another intersec-

tion of line [ςBk,2
n ,V P2] and line [ςBk,2

s ,ΨΠBk ].

Therefore, vertexes of surfaces of bending an-
gle projections ABk

1 and ABk
2 can be expressed,

[
XBk,1,Y Bk,1

]
=
[

pBk,1
c ;ςBk,1

s ;ςBk,1;ςBk,1
n ;

]T
(40)

[
XBk,2,Y Bk,2

]
=
[

pBk,2
c ;ςBk,2

s ;ςBk,2;ςBk,2
n ;

]T
(41)

Because accurate size and depth cannot be cal-
culated from a monocular camera, the relative rela-
tionship between projected surfaces and VPs must
be estimated. Assuming that D means the maxi-
mum depth, and H, W are height and width of a
capture, respectively.

ẑεBk ,1 =



D(1+ | yM−max(Y Bk ,1)

yM−H/2 |), k = 1,2

D(1−| yM−min(Y Bk ,1)
yM+H/2 |), k = 3,4

(42)

ẑξBk ,1 =



D(1+ | yM−min(Y Bk ,1)

yM−H/2 |), k = 1,2

D(1−| yM−max(Y Bk ,1)
yM+H/2 |), k = 3,4

(43)

ẑεBk ,2 =




D(1+ | yM−max(Y Bk ,2)

yM−H/2 |), k = 1,2

D(1−| yM−min(Y Bk ,2)
yM+H/2 |), k = 3,4

(44)

ẑξBk ,2 =



D(1+ | yM−min(Y Bk ,2)

yM−H/2 |), k = 1,2

D(1−| yM−max(Y Bk ,2)
yM+H/2 |), k = 3,4

(45)

Here MV P = [xM,yM]. In this way, 3D reconstruc-
tion of bending surfaces R̂Bk,1 and R̂Bk,2 that is com-
ing from bending angle projections ABk

1 and ABk
2 can

be estimated:

R̂Bk,1 =




X̂Bk,1

Ŷ Bk,1

ẐBk,1




T

=




min(XBk,1),min(Y Bk,1), ẑεBk ,1

min(XBk,1),min(Y Bk,1), ẑξBk ,1

max(XBk,1),min(Y Bk,1), ẑξBk ,1

max(XBk,1),min(Y Bk,1), ẑεBk ,1




(46)

R̂Bk,2 =




X̂Bk,2

Ŷ Bk,2

ẐBk,2




T

=




min(XBk,2),min(Y Bk,2), ẑεBk ,2

min(XBk,2),min(Y Bk,2), ẑξBk ,2

max(XBk,2),min(Y Bk,2), ẑξBk ,2

max(XBk,2),min(Y Bk,2), ẑεBk ,2




(47)

As two bending angle projections ABk
1 and ABk

2
belong to a surface, the angle of rotation can be ap-
proximately estimated by solving the following:

ρ = atan(xM/D) (48)

ρBk,1 = ρBk,2 = GΨΠBk
(49)

Here, ρ is the horizontal angle of rotation related to
LVP. ρBk,1 and ρBk,2 are angles of rotation in re-
lation to ΨΠBk . So bending surfaces for these two
angle projections in 3D reconstruction are approxi-
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Figure 6. Scene reconstruction. Left: scene understanding. Second to Fourth: scene reconstruction from
different perspectives. The viewer is at the position symbolized ”eye” looking toward ”view”. The scene is

reconstructed through Manhattan spatial rectangles (e.g., blue, red, brown areas) and bending surfaces
(e.g., turquoise and mint areas).
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gle projections ABk
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2 can be expressed,

[
XBk,1,Y Bk,1
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[
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=
[
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(41)

Because accurate size and depth cannot be cal-
culated from a monocular camera, the relative rela-
tionship between projected surfaces and VPs must
be estimated. Assuming that D means the maxi-
mum depth, and H, W are height and width of a
capture, respectively.
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Here MV P = [xM,yM]. In this way, 3D reconstruc-
tion of bending surfaces R̂Bk,1 and R̂Bk,2 that is com-
ing from bending angle projections ABk

1 and ABk
2 can

be estimated:

R̂Bk,1 =




X̂Bk,1

Ŷ Bk,1

ẐBk,1




T

=




min(XBk,1),min(Y Bk,1), ẑεBk ,1

min(XBk,1),min(Y Bk,1), ẑξBk ,1

max(XBk,1),min(Y Bk,1), ẑξBk ,1

max(XBk,1),min(Y Bk,1), ẑεBk ,1




(46)

R̂Bk,2 =




X̂Bk,2

Ŷ Bk,2

ẐBk,2




T

=




min(XBk,2),min(Y Bk,2), ẑεBk ,2

min(XBk,2),min(Y Bk,2), ẑξBk ,2

max(XBk,2),min(Y Bk,2), ẑξBk ,2

max(XBk,2),min(Y Bk,2), ẑεBk ,2




(47)

As two bending angle projections ABk
1 and ABk

2
belong to a surface, the angle of rotation can be ap-
proximately estimated by solving the following:

ρ = atan(xM/D) (48)

ρBk,1 = ρBk,2 = GΨΠBk
(49)

Here, ρ is the horizontal angle of rotation related to
LVP. ρBk,1 and ρBk,2 are angles of rotation in re-
lation to ΨΠBk . So bending surfaces for these two
angle projections in 3D reconstruction are approxi-
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mated:

ΛBk,1 =




1 0 0
0 cosρBk,1 −sinρBk,1

0 sinρBk,1 cosρBk,1






cosρ 0 −sinρ
0 1 0

sinρ 0 cosρ




(50)

ΛBk,2 =




1 0 0
0 cosρBk,2 −sinρBk,2

0 sinρBk,2 cosρBk,2






cosρ 0 −sinρ
0 1 0

sinρ 0 cosρ




(51)

R̂Bk,1,∗ =




X̂Bk,1 −XBk,1
0

Ŷ Bk,1 −Y Bk,1
0

ẐBk,1 −ZBk,1
0




T

ΛBk,1 +




XBk,1
0

Y Bk,1
0

ZBk,1
0




T

(52)

R̂Bk,2,∗ =




X̂Bk,2 −XBk,2
0

Ŷ Bk,2 −Y Bk,2
0

ẐBk,2 −ZBk,2
0




T

ΛBk,2 +




XBk,2
0

Y Bk,2
0

ZBk,2
0




T

(53)

Here, [XBk,1
0 ,Y Bk,1

0 ,ZBk,1
0 ] and [XBk,2

0 ,Y Bk,2
0 ,ZBk,2

0 ]
are centre points of R̂Bk,1 and R̂Bk,2, respectively.
ΛBk,1 and ΛBk,2 are corresponding orientation ma-
trixes for R̂Bk,1 and R̂Bk,2. R̂Bk,1,∗ and R̂Bk,2,∗ are
3D reconstruction for two surfaces of bending angle
projections. As shown in Figure 6, combined with
Manhattan surfaces, a scene can be understood in
3D reconstruction.

4 Experimental results

4.1 Experimental setup and datasets

Our study is entirely geometric inference-
based, and enables understanding bending path-
ways in various field environments using a low-cost
monocular camera alone. Since no precise depth
data or any prior training are needed, our experi-
ments were performed on a computer with an Intel
Core i7-6500 2.50 GHz CPU with 2 GB of RAM
and without an additional high-performance GPU.

There are a variety of datasets for understand-
ing scenes, including widespread KITTI [41] and
Cityscapes [42] datasets, both of which are struc-
tured city driving datasets; the outside unstruc-
tured environment (e.g., TAS500 [43], FDWW [8],
RUGD [44] and SUN [45]). There are diverse bend-
ing pathways in field environments in the FDWW
dataset [8]. Our approach is designed to address
understanding of bending paths in a field environ-
ment; hence, the FDWW [8] and SUN [45] datasets
involving diverse field bending paths were adopted
to assess the validity of the proposed approach.

4.2 Evaluation

We present an interpretable model to under-
stand a scene including bending paths without prior
training or any precise depth data. There are di-
verse bending paths and roads in unstructured envi-
ronments in FDWW dataset [8]. Regarding a bend-
ing rope bridge scene from FDWW dataset [8], as
shown in Figure 7, our method is able to understand
sloping and bending scenarios. The estimated bend-
ing path was compared to the ground truth, the per-
centage of pixels incorrectly classified was evalu-
ated in terms of different scenes, as shown in Table
4. It calculates the incorrectly classified pixels, i.e.,
error = FP+FN

T P+FP+FN , where TP, FP, and FN are the
numbers of true positive, false positive, and false
negative pixels, respectively. Compared with other
traditional methods, as shown in Figure 10, the ex-
perimental results demonstrate that the proposed
method has advantages in understanding bending
scenarios, which is more appropriate for a visual-
based navigation.

Table 4. Error of understanding field bending
pathways on FDWW dataset [8].

Method Pathway Side

H.W. [8] 52.3% 32.8%
Wang [32] 28.6% 29.6%
Our method 9.3% 22.3%

Field bending rope ways from the SUN
database [45] were also evaluated. The proposed
approach can not only infer the side ropes but can
understand bending walkways. Comparing the es-
timated pathway to the ground truth, the evaluated
percentage of incorrectly classified pixels is shown
in Table 5.

Table 5. Average error of understanding bending
rope ways on the SUN dataset [45].

Method Error

H.W. [8] 38.6%
Our method 12.8%
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Figure 7. Scene understanding. Top left: input image [8]. Top middle: lines. Top right: ground truth.
Bottom left: bending surfaces. Bottom middle: scene understanding. Bottom right: scene reconstruction.

Compared to the ground truth, structures (e.g., blue, red, brown areas) and bending surfaces (e.g., turquoise
and mint areas) can be understood without any prior training.

Figure 8. A study for the sensitivity of extracting lines. Tow row: extracted lines with increasing λl .
Bottom row: corresponding scene understanding. With no extracted lines (first column), a scene is hard to

understand. Through more extracted lines, the proposed algorithm can afford more scene details.
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4.3 Ablation studies

In this paper, the presented algorithm develops
a geometric inference to understand bending paths
in unstructured environments. Groups of parame-
ters and ablation studies are presented for further
analyzing components.

Figure 9. Ablation study for combination for
bending surfaces. Compared to the understanding

by geometric constraints (right column), it is
difficult to estimate bending surfaces without the

constraints (left column).

Extracting lines is the cornerstone of under-
standing a bending path scene. Lines are extracted
by algorithms [40]. The parameter λl ∈ [0,1] con-
ducts the number of extracted lines. λl = 0 means
no extracted lines and λl = 1 is to extract full lines.
Therefore an experiment was performed as shown
in Figure 8. As to a single capture, lines were ex-
tracted via growing λl . It indicates that the proposed
algorithm is robust to unstable extracted lines. Ob-
viously, when there are no lines, it is unable to
understand a scene. As increasing lines are ex-
tracted, more bending surfaces are estimated, help-
ing a robot understand more details of bending path
scenes.

A bending surface consists of two rectangular
planes satisfying the integrity constraints (Eq. 28
and Eq. 29) and orientation constraints (Eq. 30).
Also, ablation studies for these two geometric con-
straints were found as shown in Figure 9. Without
the integrity and orientation constraints, it is hard to
infer an unstructured bending path.

4.4 Comparison

As to bending bridge scenes from the FDWW
dataset [8], experimental comparisons performed
between our method and the other two approches
[8, 32], with results as shown in Figure 10. Pre-
vious approaches approximate a scene using only
spatial rectangles [8] and spatial right angles [32].
They can only account for surfaces of those vertical

walls (e.g., red, blue and yellow areas) and hori-
zontal floor (e.g., brown areas). But in a field envi-
ronment, those pathways are always of bending sur-
faces. Therefore, they are prone to failure in under-
standing bending pathways. However, by contrast,
our method can successfully understand diverse sur-
faces including not only side surfaces but also bend-
ing surfaces, such as turquoise and mint areas, and
reconstruct them in a 3D scene.

Our method can address those bending surfaces
in an environment. Since there are many bend-
ing structures such as bending windscreens of a car
in street scenes, then more experiments were per-
formed on Cityscapes dataset [42], which is com-
pared to deep learning-based methods [46], with re-
sults as shown in Figure 11. Zhang’s framework
adopted deep neural networks, but it has difficulty
in understanding bending and sloping surfaces such
as windscreens of vehicles in a street environment.
Our algorithm obtain better understanding of 3D
reconstruction of bending sloped scenarios, which
helps to improve robot’s ability to autonomous nav-
igation.

Besides, experimental comparisons were com-
pared to more deep learning based methods on
LSUN dataset [47], with results as shown in Fig-
ure 12. Through a fully convolutional neural net-
work, the approach [48] infers only rough lay-
outs, without understanding semantic information
such as Manhattan and bending surfaces. However,
our algorithm has advantages of interpretability of
bending surfaces without any prior training, which
is more practical and reliable in navigation.

Experimental comparisons for components
were discussed. As shown in Figure 13, the method
considers on spatial right angle projections follow-
ing left or right walls. As a result, it has difficulty
estimating bending pathways in field environments
with few structured walls. However, the proposed
approach is able to account for angle projections of
bending surfaces, which helps to understand field
bending pathways.

Furthermore, more experimental results were
performed on field pathways of different color and
illumination. As shown in Figure 14, because the
proposed method adopts geometric inference, the
approach can successfully understand field path-
ways, which is robust against changes in illumina-
tion and color.
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Figure 10. Experimental comparisons. First column: bending pathways [8]. Second column: Wei’s
method [8]. Third column: Wang’s method [32]. Fourth column: our understanding. Right column:

reconstruction. For field bending pathways, the other two methods (first and second column) just focus on
spatial surfaces on those vertical walls (e.g., red, blue and yellow areas) and horizontal floor (e.g., brown

areas), so they fail to function in representation for bending surfaces in such unstructured environments. By
contrast, our method can successfully understand both side structures and bending pathways (e.g.,

turquoise and mint areas) in a 3D environment.
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Figure 11. Experimental comparisons. First column: street scenes from Cityscapes dataset [42]. Second
column: Zhang’s method [46]. Third column: our understanding. Right column: our reconstruction. No
satisfactory account of the mechanism that caused the understanding of bending sloped scenarios (e.g.,
windscreens) was given in Zhang’s data-driven algorithm. However, the proposed method has a better

understanding of such bending surfaces.

Figure 12. Experimental comparisons. First column: input images [47]. Second column: Lee’s method
[48]. Third column: our scene understanding. Right column: our reconstruction. Lee’s method only gives

rough layouts. Based on interpretable geometric inferences, our approach can understand a scene including
Manhattan and bending sloped surfaces without prior training.
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Figure 13. Experimental comparisons for components. Left: input pathway. Top row: spatial right-angles
[32]. Bottom row: bending angle projections. Right column: corresponding understanding. The proposed

method has advantages in understanding bending surfaces.

Figure 14. More experimental results. First row: diverse field pathways. Second row: understanding.
Third row: reconstruction. For diverse field environments with varying illumination and color, the

proposed method is able to understand and reconstruct bending pathways.
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Figure 13. Experimental comparisons for components. Left: input pathway. Top row: spatial right-angles
[32]. Bottom row: bending angle projections. Right column: corresponding understanding. The proposed

method has advantages in understanding bending surfaces.

Figure 14. More experimental results. First row: diverse field pathways. Second row: understanding.
Third row: reconstruction. For diverse field environments with varying illumination and color, the

proposed method is able to understand and reconstruct bending pathways.

BENDING PATH UNDERSTANDING BASED ON . . .

5 Conclusions

We presented an algorithm to understand
bending paths in unstructured environments from
monocular vision without prior training. New clus-
ters of bending angle projections are efficiently ex-
tracted and clustered via explainable geometric con-
straints. Through sub-cluster-pairs, potential bend-
ing surfaces are estimated. With combinations that
satisfy geometric constraints that are related to in-
tegrity and LV P, valid bending surfaces are ob-
tained. A bending path scene can be approximated
including bending surfaces in 3D reconstruction,
and the estimated sloping gradient of bending sur-
faces can help robot to adjust its speed to climb
the bending sloped surfaces. Unlike deep learning-
based methods, the proposed algorithm requires no
prior training. Based on interpretable geometric
constraints, the approach is robust to changes in di-
verse natural scenes including variation of illumi-
nation and color, which is more practical and reli-
able for mobile robots to autonomously navigate in
a complicated natural scene at day or night. With-
out using precise depth data (e.g., 3D point clouds
or RGB-D data), the algorithm has the advantages
of lower investment and energy consumption. Esti-
mated bending surfaces in natural scenes were com-
pared to the ground truth through measuring the
percentage of pixels that were incorrectly classi-
fied. With advantages of interpretability of bending
structures, no prior training, and low cost, the pro-
posed system of explainable process and high reli-
ability has broad application prospects, meeting the
requirements of autonomous navigation.
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navigation capabilities of mini cheetah robot for
monitoring of landslide terrains. In 6th IEEE In-
ternational Forum on Research and Technology for
Society and Industry, RTSI 2021, Naples, Italy,
September 6-9, 2021, pages 540–545. IEEE, 2021.

[35] Luping Wang and Hui Wei. Understanding of
wheelchair ramp scenes for disabled people with
visual impairments. Engineering Applications of
Artificial Intelligence, 90: 103569, 2020.

BENDING PATH UNDERSTANDING BASED ON . . .

[36] David D. Fan, Ali-akbar Agha-mohammadi, and
Evangelos A. Theodorou. Learning risk-aware
costmaps for traversability in challenging environ-
ments. IEEE Robotics and Automation Letters, 7
(1): 279–286, 2022.

[37] Wenbo Dong, Pravakar Roy, and Volkan Isler.
Semantic mapping for orchard environments by
merging two-sides reconstructions of tree rows.
Journal of Field Robotics, 37 (1): 97–121, 2020.

[38] Daniel Maturana, Po-Wei Chou, Masashi
Uenoyama, and Sebastian A. Scherer. Real-
time semantic mapping for autonomous off-road
navigation. In Field and Service Robotics, Results
of the 11th International Conference, FSR , Zurich,
Switzerland, volume 5, pages 335–350, 2017.

[39] Yi Yang, Di Tang, Dongsheng Wang, Wenjie Song,
Junbo Wang, and Mengyin Fu. Multi-camera vi-
sual SLAM for off-road navigation. Robotics Au-
ton. Syst., 128: 103505, 2020.

[40] Fowlkes C Arbelaez P, Maire M. From contours to
regions: An empirical evaluation. In CVPR, pages
2294–2301, 2009.

[41] Andreas Geiger, Philip Lenz, Christoph Stiller, and
Raquel Urtasun. Vision meets robotics: The KITTI
dataset. Int. J. Robotics Res., 32 (11): 1231–1237,
2013.

[42] M. Cordts, M. Omran, S. Ramos, T. Rehfeld,
M. Enzweiler, R. Benenson, U. Franke, S. Roth,
and B. Schiele. The cityscapes dataset for seman-
tic urban scene understanding. In IEEE Confer-
ence on Computer Vision and Pattern Recognition
(CVPR), pages 3213–3223, 2016.

[43] Kai A. Metzger, Peter Mortimer, and Hans-
Joachim Wuensche. A fine-grained dataset and
its efficient semantic segmentation for unstructured
driving scenarios. In 25th International Conference
on Pattern Recognition, ICPR , Virtual Event / Mi-
lan, Italy, pages 7892–7899, 2020.

[44] Maggie B. Wigness, Sungmin Eum, John G.
Rogers, David Han, and Heesung Kwon. A RUGD
dataset for autonomous navigation and visual per-
ception in unstructured outdoor environments. In
IEEE/RSJ International Conference on Intelligent
Robots and Systems, IROS , Macau, SAR, China,
pages 5000–5007, 2019.

[45] J. Xiao, J. Hays, K. Ehinger, A. Oliva, and A. Tor-
ralba. Sun database: Large-scale scene recognition
from abbey to zoo. CVPR, pages 3485 – 3492,
2010.

[46] Y. Zhang, P. David, H. Foroosh, and B. Gong. A
curriculum domain adaptation approach to the se-
mantic segmentation of urban scenes. IEEE Trans-
actions on Pattern Analysis and Machine Intelli-
gence, 42 (8): 1823–1841, 2020.

[47] Y. Zhang, F. Yu, S. Song, P. Xu, A. Seff, and
J. Xiao. Largescale scene understanding challenge:
Room layout estimation. 2016.

[48] Chen-Yu Lee, Vijay Badrinarayanan, Tomasz Mal-
isiewicz, and Andrew Rabinovich. Roomnet: End-
to-end room layout estimation. In IEEE Inter-
national Conference on Computer Vision, ICCV,
pages 4875–4884, 2017.

Luping Wang received the Ph.D. de-
gree at the department of computer 
science at Fudan University in 2019. 
Since August 2019, he has joined the 
department of electrical engineering at 
University of Shanghai for Science and 
Technology. His current research inter-
ests include scene understanding, visu-
al navigation, artificial intelligence and 
cognitive science.
https://orcid.org/0000-0002-2417-4561

Hui Wei received the Ph.D. degree at 
the department of computer science 
at Beijing University of Aeronautics 
and Astronautics in 1998. From 1998 
to 2000, he was a postdoctoral fellow 
at the department of computer science 
and the institute of artificial intelli-
gence at Zhejiang University. Since 
November 2000, he has joined the de-

partment of computer science and engineering at Fudan Uni-
versity. His research interests include artificial intelligence 
and cognitive science. 
https://orcid.org/0000-0003-2696-0707


