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Abstract

An adaptive neural network (NN) event-triggered trajectory tracking control scheme based on finite time convergence 
is proposed to address the problem of trajectory tracking control of underdriven surface ships. In this scheme, both NNs 
and minimum learning parameters (MLPS) are applied. The internal and external uncertainties are approximated by 
NNs. To reduce the computational complexity, MLPs are used in the proposed controller. An event-triggered technique is 
then incorporated into the control design to synthesise an adaptive NN-based event-triggered controller with finite-time 
convergence. Lyapunov theory is applied to prove that all signals are bounded in the tracking system of underactuated 
vessels, and to show that Zeno behavior can be avoided. The validity of this control scheme is determined based on 
simulation results, and comparisons with some alternative schemes are presented.
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INTRODUCTION

Since the 20th century, surface transport via marine 
shipping has received unprecedented amounts of research 
attention [1][2]. The use of intelligent ships, for example based 
on artificial intelligence and digital twins, is an important 
development in the area of ocean transportation, and motion 
control of such ships is an essential aspect of achieving 
intelligent operation [3][4]. Trajectory tracking control for 
ships is an influential line of research in the domain of ship 
motion control, and the issue of how to achieve fast, high-
precision tracking has always been one of the main focuses 
in this field [5].

However, the shipping itself is characterised by high inertia, 
long time lags, and nonlinearity. In addition, there are various 
other factors that affect the internal dynamic uncertainties 
and cause external disturbances, thereby creating great 
difficulties for high-precision trajectory tracking control. 
To solve these problems, control algorithms such as neural 
networks (NNs) [6]-[9], fuzzy methods [10]-[14], sliding 
modes [15]-[17], and adaptive backstepping [18]-[20] have 
been developed, and many of these have been applied to 
achieve trajectory tracking control of ships. Control schemes 
based on these algorithms have solved the problems described 
above to a certain extent, but can only obtain asymptotically 
stable results when the system time tends to infinity.
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Achieving high-precision tracking control of ships within 
a limited time can solve a series of engineering problems. For 
example, when a ship is operating in a complex environment 
and detects other ships or obstacles in the sea ahead, fast, high-
precision tracking allows it to avoid these obstacles promptly, 
thereby improving the safety of operation. Research into 
finite-time trajectory tracking control in shipping therefore 
has many practical implications for engineering applications. 
In [21], a finite-time control scheme based on the sliding mode 
and adaptive theory was designed for the formation control 
of UAVs. In [22], a synergistic heading control strategy based 
on a hyperbolic tangent guidance method was designed to 
enable the ship to complete tracking control within a limited 
time. In [23], a composite perturbation was estimated by 
a finite-time perturbation observer; virtual control was also 
achieved using a finite-time command filter, and a control 
scheme was designed under full constraints. In [24], a finite 
time was applied to the problem of power positioning control, 
and when combined with a non-singular fast terminal sliding 
mode strategy, the convergence speed and immunity of the 
system were greatly improved.

Research into the finite-time control schemes mentioned 
above has greatly improved the convergence speeds of such 
systems. However, with the recent advances in control 
accuracy, a higher energy output is often required. In 
practical engineering terms, this will undoubtedly increase 
the wear and tear of the thruster and controller. To solve 
these problems, event-triggered (ET) techniques have begun 
to be applied to ship motion control. In [25], an ET control 
scheme with static trigger conditions was first developed. In 
[26], time-triggered control schemes with dynamic trigger 
conditions were developed to further extend the interaction 
time. In [27], ET control schemes with periodicity were 
investigated with the aim of relaxing the restrictions on the 
monitoring of trigger conditions. Following the introduction 
of stringent policies for energy reduction and environmental 
protection nationwide, applications involving event triggering 
for ship motion and control are also being developed [28][29].

Inspired by these research studies, this paper presents the 
design of an ET trajectory tracking control scheme based on 
finite-time convergence for underdriven ships with adaptive 
NNs. The main contributions of this study are as follows:
(1) Under conditions of dynamic uncertainty and external 

disturbance, a finite-time trajectory tracking control 
scheme is proposed that combines finite-time control 
theory, NNs, minimum learning parameters (MLPs), and 
depth information robust adaptive methods to achieve 
tracking control of underactuated ships within a finite 
time.

(2) The proposed finite-time trajectory tracking control 
scheme is combined with a fixed-threshold ET method 
to decrease the update frequency of the controller, reduce 
the losses of the actuator, and avoid Zeno behavior.

MATHEMATICAL MODELLING OF SHIP 
MOTION

A general mathematical model with three degrees of 
freedom for underdriven surface ship tracking control can 
be expressed in the following form [30]:
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In Eq. (3), x , y ,ψ  are the attitude variables of the ship’s 
position coordinates and bow angle, respectively; u , v , r  are 
the ship’s velocity variables; ud , vd , rd  denote unmeasured, 
unknown disturbances; uτ , rτ  are the input moments; and 

( ), ,uf u v r , ( ), ,vf u v r , ( ), ,rf u v r  are higher-order 
hydrodynamic terms.

Assumption 1: ( ), ,if u v r , im  and { }, ,i u v r=  are 
unknown, but their external disturbances id , { }, ,i u v r=  
are unknown and bounded; that is say, there exist unknown 
positive constants uσ , vσ , rσ  such that ud , vd , rd  satisfy 

u ud σ≤ , v vd σ≤ , r rd σ≤ .

Definition: The nonlinear control system is described as 
in Eq. (4):

	 ( ) ( ) 0, 0 , n
ox f x x x x R= = ∈Ω ⊂

(4)

where nx R∈  is the state variable of the system, 0Ω  is 
a  spherical domain containing the origin, and ( )f x  is 
a continuous function. For arbitrary initial conditions 0x , 
the system in Eq. (4) can be said to be semi-globally stable 
within a finite time, in practice, if there exists a constant 

0ℑ >  and a settling time function ( )0 , oT x< ℑ < ∞  
such that ( )x t ≤ ℑ , ( )0t T x≥ [31].
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CONTROLLER DESIGN

The trajectory tracking control process is shown in Fig. 1.
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Fig. 1 Control flow diagram for trajectory tracking 

To solve the problem of lateral drive mismatch of underdriven ships, a method from the existing 
literature [32] is used, and the following transformations are performed. First, we define the tracking error 
for an underdriven surface ship: 
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where dx , dy , d  represent the desired position and heading angle. A transformation of Eq. (5) yields 
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To stabilise the tracking error ze  and eψ  , we can construct 

the Lyapunov functions 2
1

1 1
2 2

T
z z eV e e ψ= + . We can then 

design dummy control variables with the following form:
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The desired forward velocity, turning bow angular velocity 
and heading angle are expressed as shown in Eq. (9):
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where dψ  is obtained from d uu α α= =  inverse solution, 
and xα , yα  are the virtual control rates of the position 
coordinates.

We define the error variables for the velocities as:
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From Eq. (10), we obtain 
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Lemma 1: For any given continuous smooth function 
defined on a compact set nRΩ⊂  [33][34], we have

		  ( ) ( )* ,Th x W s x xε= + ∀ ∈Ω (12)

where ε  is the approximation error, and for all x∈Ω, there is a 
vector * 0ε >  that satisfies *ε ε≤ ; *W  is the weight vector 
under ideal conditions, and ( )s x  is the central function. In 
general, the vector of ideal NN weights is unknown, and 
needs to be estimated. This problem can be interpreted as 
minimising ε  on nx R∈Ω⊂  to W , i.e.,
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neural network *W  used to approximate the unknown vector 
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MW W≤ , MW  is a positive 
constant.

Due to the unknown dynamic uncertainties of ( ), ,uf u v r  
and ( ), ,rf u v r , they cannot be used in the design of the 
controller. We therefore use RBF NNs to approximate 

( ), ,uf u v r  and ( ), ,rf u v r , as follows:
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where uW  and rW  are the matrices of NN weights; ( )uσ η  
and ( )rσ η  are functions of the NN; and uε , rε  are the 
approximation errors. The expressions in Eq. (14) are then 
substituted into Eq. (11) to give
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Combined with a design concept based on the robust 
adaptive depth information method and using RBFNNs and 
MLPs, the following expressions can be obtained:
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Through this transformation, the learning parameters of 
adaptive parameters are obviously reduced.

Based on this result, the Lyapunov function 2 2
2

1 1
2 2e eV u r= +  

is constructed and the following expressions for the control 
rate are designed:
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The adaptive rates are then as follows:
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where 11k , 12k , 21k , 22k , 1c , 2c , 1ý , 2ý  are design parameters 
with values greater than zero.

The measurement errors are defined as:
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where t  is the trigger time interval; ( )u tτ , ( )r tτ  are the 
values for the controller at the previous departure time; and 
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( )u tτ , ( )r tτ are kept constant by the zero-order holder 
from the trigger time kt  until the trigger time is updated.

The event triggering conditions are designed as follows [35]:
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where uη  and rη  are design parameters with values greater 
than zero. When the trigger condition is violated, the update 
time for the controller is marked as 1kt + , and the control signal 
for the controller is simultaneously updated to ( )1u ktω +  as 
the control input to the system.

STABILITY ANALYSIS

We select the following Lyapunov function for the control 
system:
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Based on Young’s inequality, the following expressions 
can be obtained:
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Eq. (26) is then substituted into Eq. (25) to give
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We use the following Young’s inequality:
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By adding or subtracting 
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 to both 

sides of Eq. (27) and combining with Eq. (28), the following 
equation can be obtained:
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Lemma 2: For any constant 0ς >  and any scalar Rυ∈ , 
the inequality in Eq. (30) holds [36]:
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From Lemma 2, we obtain
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Eq. (32) is substituted into Eq. (29).
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Eq. (32) is substituted into Eq. (29). 
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Lemma 3: For the nonlinear system in Eq. (4), we assume that there exists a positive definite 

Lyapunov function ( )V x : 0 R →  and any scalar 0a  0b  , 0 1   such that the inequality 

( ) ( ) ( ) 0V x aV x bV x+ +   holds. The system in Eq. (4) is then finite time stable, and its regulation time 

meets the condition [37]: 
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Eq. (32) is substituted into Eq. (29). 
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Lemma 3: For the nonlinear system in Eq. (4), we assume that there exists a positive definite 

Lyapunov function ( )V x : 0 R →  and any scalar 0a  0b  , 0 1   such that the inequality 

( ) ( ) ( ) 0V x aV x bV x+ +   holds. The system in Eq. (4) is then finite time stable, and its regulation time 

meets the condition [37]: 
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Lemma 3: For the nonlinear system in Eq. (4), we assume 
that there exists a positive definite Lyapunov function ( )V x : 

0 RΩ →  and any scalar 0a > 0b > , 0 1κ< <  such that 
the inequality ( ) ( ) ( ) 0V x aV x bV xκ+ + ≤  holds. The 
system in Eq. (4) is then finite time stable, and its regulation 
time meets the condition [37]:
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From Eq. (19), the following expressions ,can be obtained:
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Furthermore, from Eq. (17), we know that
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From Eq. (39), iω , ,i u r=  is a smooth and derivable 

function, and iω  is therefore a continuous function. Since 

all its variables are globally bounded, 0iλ >  gives i iω λ≤
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i ke tξ =  and ( )lim

i
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it t
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≥ , and Zeno 

behavior does not occur.

SIMULATION

In this study, a Cybership 2 ship model from the Norwegian 
University of Science and Technology was used as the 
controlled object for simulation tests. The ship had a total 
length L = 1.255 m, a mass m = 23.8 kg, and other parameters 
as detailed in the literature [38].

Two different sets of equations, giving a circular and a 
trapezoidal trajectory, were used for the simulation, as shown 
in Eqs. (39) and (40).

The equations for the circular trajectory were as follows:
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The equations for the trapezoidal trajectory 
were:
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To verify the effectiveness of the control scheme (ETC) 
proposed in this paper, two other approaches were selected 
for comparison:

Control scheme 1: Finite-time control scheme without 
event triggering (ANNs+FT) [39];

Control scheme 2: Adaptive control scheme using MLPs 
and ANNs (ANNs+MLPs) [40]. 

The virtual control rates, control rates, and adaptive laws 
for adaptive ANN trajectory tracking control using MLPs 
were as follows:
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To verify the effectiveness of the control scheme (ETC) proposed in this paper, two other approaches 
were selected for comparison: 

Control scheme 1: Finite-time control scheme without event triggering (ANNs+FT) [39]; 
Control scheme 2: Adaptive control scheme using MLPs and ANNs (ANNs+MLPs) [40].  
The virtual control rates, control rates, and adaptive laws for adaptive ANN trajectory tracking control 

using MLPs were as follows: 
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To simulate the sea state, the first-order Markov equations in Eq. (44) were used to describe the 
environmental disturbance, as shown in Fig. 2. This approach can reflect the coupling between the high 
and low frequencies of the waves more realistically than using sinusoidal waves [38]. 
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To simulate the sea state, the first-order Markov equations 
in Eq. (44) were used to describe the environmental 
disturbance, as shown in Fig. 2. This approach can reflect 
the coupling between the high and low frequencies of the 
waves more realistically than using sinusoidal waves [38].
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Fig. 2 Time evolution of the disturbances

In Fig. 2, / iwi idd m= , { }, ,i u v r=  are three independent 
white noise variables with a variance of one.

Based on the condition that both model parameters um
, vm , rm , ( ), ,uf u v r  and ( ), ,vf u v r  are unknown, we set the 
parameters 11 0.3k = , 12 0.1k = , 21 0.2k = , 22 0.5k = , 31 3.5k =
, 32 0.5k = , 41 2k = , 42 0.1k = , 1 0.5c = , 2 0.01c = ,  

, 0.05z u rψς ς ς ς= = = = , 0.05uη = , 0.5rη = . The initial 
position and velocity of the ship for the circular trajectory 
were ( ) ( )0 0 0 0 0 0; ; ; ; ; 0;10;0;0;0;0x y u v rψ = . The initial position 
and velocity of the ship for the trapezoidal trajectory were 
( ) ( )0 0 0 0 0 0; ; ; ; ; 3;7;75 / 57.3;0;0;0x y u v rψ = .

The simulation results for the circular trajectory shown in 
Figs. 3–11 illustrate the tracking effect of the actual trajectory, 
and it can be seen that the three control schemes can track the 
target with good performance. Figs. 3–6 show the tracking of 
the ship’s position, heading angle and speed. Figs. 2–6 show 
that the tracking effect of the system is greatly improved after 
the introduction of finite time and event triggering in the 
control scheme, and that there is no significant degradation in 
the control performance of the system after the introduction 
of event triggering. Figs. 7 and 8 show the ephemeral curves 
for the positional and velocity errors of the system. After 
introducing finite time to the control scheme, the convergence 
speed of the system errors is improved, and the upper and 
lower bounds on the errors are smaller. When event triggering 
is added, the tracking accuracy of the system is basically the 
same as that of the finite time control scheme. Fig. 9 shows 
the ephemeral curves for the control inputs of the system, 
and it can be seen that the number of updates to the control 
inputs of the event-triggered control scheme has been reduced. 
Fig. 10 shows the interval times between triggering events. In 
summary, the control performance of both control schemes 

proposed in this paper is greatly improved, and the number 
of updates to the controller is significantly reduced after the 
introduction of event triggering.

Fig. 3 Actual and reference trajectories in the ( ),x y  plane

Fig. 4 Actual and reference positions

Fig. 5 Actual and reference yaw angles
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Fig .6 Surge velocity u

Fig.7 Yaw rate r
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Fig. 8 Time evolution of the attitude errors
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Fig. 9 Time evolution of the velocity errors
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Fig. 10 Control input of iτ ( ,i u r= )
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Fig. 11 Simulation of inter-event times
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The simulation results for the trapezoidal trajectory are 
shown in Figs. 12–20. From the tracking effect and the error 
time curve, we see that the two control schemes proposed in 
this paper performed better than the control schemes without 
finite time and event triggering, and that the performance 
of the finite-time control scheme was not degraded when 
event triggering was added. As the trapezoidal trajectory 
was composed of multiple smaller trajectories, overshoot 
occurred at the points of trajectory switching. However, the 
tracking accuracy of the ET control scheme and the finite-
time control scheme was better than for the non-ET and 
finite-time control schemes. Moreover, the results showed 
that the two control schemes presented in this paper could 
accomplish the task of tracking better under the condition of 
constant controller parameters. It is not difficult to see that 
the two control schemes designed in this paper have stronger 
robustness. As shown in Fig. 18, the ephemeral curves for the 
control inputs show that the number of controller updates was 
significantly reduced after the introduction of event triggering 
to the system.

Fig. 12 Actual and reference trajectories in the ( )x y plane

Fig. 13 Actual and reference positions

Fig. 14 Actual and reference yaw angles

Fig. 15 Surge velocity u

Fig. 16 Yaw rate r



POLISH MARITIME RESEARCH, No 3/2023 129

0 20 40 60 80 100 120 140 160 180 200

Time (s)

0

1

2

3

0 20 40 60 80 100 120 140 160 180 200

Time (s)

-3

-2

-1

0

0 20 40 60 80 100 120 140 160 180 200

Time (s)

-0.2

0

0.2

0.4

0 50 100 150 200
-4

-3

10 -3

0 50 100 150 200

Time (s)

-4
-2
0
2
4

10 -3

0 50 100 150 200

-5
0
5

10
10 -3

Fig. 17 Time evolution of the attitude errors
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Fig. 18 Time evolution of the velocity errors
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CONCLUSION

With the aim of tackling the problem of trajectory tracking 
for underactuated ships affected by internal and external 
uncertainties, this paper has presented an adaptive NN ET 
trajectory tracking control scheme for underactuated ships 
based on finite time convergence. The introduction of finite 
time was shown to greatly accelerate the convergence of 
system errors, and to further improve the tracking accuracy 
of the system. When combined with event triggering, the 
number of controller updates was also significantly reduced 
under the condition of ensuring the control accuracy of the 
system. 

Compared with existing trajectory tracking control 
schemes, the controller structure of the control scheme 
in this paper is simpler and more suitable for engineering 
applications. However, the upper bound on the composite 
perturbation was approximated by an adaptive law with 
certain conservativeness, and the event trigger condition 
considered in this paper was essentially a static trigger. Further 
research is needed to design a more accurate perturbation 
compensation scheme and an event trigger condition that is 
more in line with engineering reality.
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