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In this article the potential applications of Gk&Bt&ms in the management of air
quality are discussed. In particular two specsiuies are described: determining the
spatial representativeness of air quality monigpratations and areas of standards
exceedances. The methods using spatial and emdatanas well as, the results of
measurements, i.e. Land Use Regression method aitdlled Beta parameter
method are presented. The first one is based oregiiession models in which men-
tioned information may be treated as independetat alad, as a result, we obtain in-
formation on the levels of pollutant concentratiamgoint and space. The second
method involves the parameterization of the spafiracteristics selected on the
basis of the monitoring and emission data. Thesdhads can find practical applica-
tion in the field of air quality monitoring, assesnt and the preparation of a public
web presentation.
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1. Introduction

Air pollution is one of the main environmental plerns occurring in Poland
and in other countries. In Poland, this problere@ mainly large urban areas, but
also concentrations of polluting substances arexaess of the established stand-
ards can affect smaller cities and rural areasudtighl installations, road transport
and municipal-household sector (small heating plamd individual heating sys-



tems) are the sources of air pollution. Particutatdter PM10 or PM2.5 and ben-
zo(a)pyrene and, in smaller range, ozone or nitrodjexide, can be treated as
problematic pollutants whose concentrations exdbedapplicable standards [1].
An increased concentrations of these substancesausme adverse health effects,
both short-term as a result of exposure duringogliisoccurrence of smog situa-
tion, and as a result of long-term exposure.

In 2013 exceedances of the limit value for PM10s@ohon daily averages)
occurred in 36 out of the monitored 46 zones inclwlan air quality assessment is
performed [1]. It is associated mainly with the ssion from the sources of com-
munal-residential sector (household heating systesiisg solid fuels, often old
and not efficient, especially active in winter pefi. An allowed number of ex-
ceedance of the level 50 ud/im 35, according to the Polish and European lagisl
tion. This standard is not achieved at many stattbnoughout the country, but in
the south (region of Silesia and Lesser Polandpsiin is the worst. Poland was
reprimanded by the European Commission for its emmpliance and an in-
fringement procedure was started at the Europeant GbJustice.

Various informatics systems are used for the p@epad air quality manage-
ment at different levels European, national, regiaand local. Assessment of air
quality is an element of environmental managemeatesses. Information sys-
tems are used, inter alia, for the collection, ps3ing, visualization, transmission
and reporting of various types of data and inforamate.g. the results of measure-
ments of pollutants concentrations or mathematmwadteling. To the group of
those systems we can include different types ofegsys and tools from the GIS
family, from mobile applications or simple deskimpplications to complex, multi-
module systems for analysis and presentation, wisehspatial databases, analyze
information in real time and allow to work throughn internet network
(i.e. web-GIS).

2. Usage of spatial information processing in air gglity management

2.1. Model of air quality management

The air quality assessment is one of the elemdngsivironmental manage-
ment. For the purposes of the analysis, includimgyesis the interplay between the
environment and socio-economic activities, Driviftgces - Pressures - State -
Impact - Responses (DPSIR) framework is used. dpgsoach can encourage and
support decision-making processes, by pointindearcsteps in the causal chain of
management. It has been adopted, e.g. by the Eamogevironment Agency
(EEA) and US Environmental Protection Agency (USAERt is extension of the
Pressure - State - Response model developed bYp@EQ it has been applied to
the organization of systems of indicators andstiasi in relation to policy aims.
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This model describes a dynamic situation, withrdibe for the various feed-
backs in the system. By their nature, indicatoke ta snapshot picture of a con-
stantly changing system, while the assessmentsatdtaimpany the indicators can
highlight the dynamic relations [2]. The existerdedynamic interrelations within
a DPSIR framework makes it often a very complex wEmany interacting fac-
tors. In many cases the change in the state arillieonment or impacts has sever-
al causes, some of which may be immediate and aaf lorigin, others may be
exerting their influence on a continental or evéwbgl scale. Reductions in pres-
sures often result from a mixture of policy respmand changes in various driv-
ing forces [3]. The framework is seen as givindracture within which to present
the indicators needed to enable feedback to pot@iers on environmental quality
and the resulting impact of the political choicesd®, or to be made in the future.

Information and communication technologies (ICT)yncarrently be used at
each stage of the analysis and management of alityqut includes, among others,
the processing and analysis of the spatial infanatsing GIS tools and systems.
Fig. 1 shows the general scheme of the DPSIR meddle Table 1 gives brief
definitions of individual elements of the modelprd with examples of activities
carried out with the use of GIS.
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Figure 1. General schema of the DPSIR Framework
Source own preparation on the basis of [2]
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Table 1. An explanation of the levels of the DPSIR Framdwwith examples
of application of GIS technologies

Level Description Examples
Driving Human influences and activities which undes- Analysis of the spatial location of industria
forces pin environmental change (positively or ngga- plants

tively). The driving forces behind air quality « Analysis of the transport system and traffig
change include increased burning of fossil  distribution

fuels for transport, and industrial or domestie Analysis of the structure and condition of
consumption of energy. the buildings (e.g. heat and energy demand)

Pressures Direct or indirect pressures on the ifomali-| « Analysis of the location of emission sources
ty and quality of the environmental system or and spatial distributions of emissions
resource, resulting from the driving forces,| ¢ Emission inventory and modeling

e.g. emissions of SONOx, PM10 etc. consti-
tute pressures on the natural atmospheric|sys-
tem.

State Current status of the system or resources|, in Monitoring network management
terms of quality of the environment and quan- Analysis of the results of measurements and
tity or quality of resources, e.g. gaseous and mathematical modeling, including the use
particulate concentrations measured at paftic-of geostatistical methods

ular stations - the state of air qualfhational] ¢ Decision support in the air quality assess-
regional, local, urban, etc.). ment

Impact Environmental effects/responses to pressuredviodelling and assessment of health risks
on the current state, e.g. human heafthbact
(welfare of human beings , increased inci-
dence of respiratory disease) and higher inci-
dence of corrosion of infrastructure.

Responses Responses to the pressures on theastdtgs « Forecasting and visualization of the effects
resultant impacts. Possible actions: of corrective measures
« to mitigate, adapt to, or protect human in-+ Public information and education - geopor

duced negative impacts on the environ- tals

ment,
« to halt or reverse environmental damage

already inflicted,
* to preserve and conserve natural resources.
e.g. implementation of air quality standard
monitoring of air quality, installation of clean-
air technologes, changing of heating syste
limitation of traffic, a policy to change mode
of transportation, e.g. from private cars to
public etc.

i

Element "State" in Fig. 1 has been marked becdwes@rocess of air quality
assessment concerns mainly the diagnosis and jigscrof its state. In addition,
of course, it includes indicate the reasons ofdbscribed state (Pressures), and
also shows the possible consequences - "Impact”.
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Under the current rules, relevant services andtitisins use various types of
data and information from the following sourcegha frame of air quality assess-
ment: measurements of air pollution concentratarigmatic or laboratory), math-
ematical modeling of the pollutant distribution asfglective estimation methods.

2.2. The concept of GIS-based Decision Supportefyst
for air quality assessment

The GIS systems are used for the measurement restw@magement, for ex-
ample to analyze and evaluate the location andackexstics of the stations. Their
spatial representativeness is an important featunegh allows proper interpreta-
tion of measurement results. This is an attribhge ts also subject to information
reporting to the European Commission within thecdption of the measurement
system functioning in a Member State. Methods fetednining boundaries of
representativeness area are the subject of vastues [4, 5], including ones
presented in this article. An analysis of regicsadl local dispersion conditions of
gas and dust substances is required to assesspifesentativeness and evaluation
of potential public exposure to measured pollutamcentrations. Processing and
visualization of spatial information can much helguch kind of tasks.

The processing and analysis of the measurementgling results, identifi-
cation and evaluation of the situation of standasdsedances, including the iden-
tification of exceedances areas, constitutes anagfaip of tasks for air quality
assessment. The GIS tools are becoming more witbelgt also in this field. Meas-
urement and modeling can be supported with obje@stimation methods. So far,
they have been based often on expert assessmgntgith. the supposed analogy
between different areas or time periods. Incre&girthese methods use a comput-
er support, primarily based on the GIS, e.g. thedyes of land use or correlation
between spatial distribution and activity of enagssources and levels of meas-
ured concentrations. Various types of models, stgchastic regression model or
multi-source Gaussian dispersion model, as wellresgeostatistical interpolation
methods are used to evaluate the exposure to ipoll#n important element of air
quality management is analysis of the trends ofghst and forecasted changes.
This is often done in conjunction with the assesgméchanges in terms of spatial
use and projection of possible implementation ofexdive actions. This can be a
support for planning, designing and evaluationtodtegies and actions to control
emissions and air quality management (investmentsrganizational activities -
for example: reduction of car traffic in a giverear changes in traffic infrastruc-
ture or domestic heating systems in the analyzed)aMonitoring of the imple-
mentation and effectiveness of the applied meassi@sery important issue in the
frame of this management process [6, 7].
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Implementation of the listed tasks can be perforomdg standard GIS appli-
cations and also through the use of own, dedidatgd and solutions. An example
of the latter approach is a Decision Support Systemair quality assessments,
tentatively called AirQualGIS, designed and builtthe Air Quality Monitoring
Department in the Institute of Environmental Protec- National Research Insti-
tute. Its general scheme is presented in Fid.c@rnisists of a group of internal data
processing modules, combined with the internaltmega of descriptive and spatial
data, as well as, a dedicated module used fornrdtion presentation and user
interaction, based on access via a web browser.date obtained from external
systems are processed by the internal interfacehwmplements also functions of
export of data obtained in the system. Currentéy sistem is used, inter alia, for
the development and testing of methods, which aseribed later in this article.

___________________________________________________________
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Figure 2. General schema of developed GIS decision suppstes
for air quality assessment

The list of technologies and tools used for thestmmtion of a prototype

decision support system, along with the interrefeghips diagram, is illustrated in
Fig. 3.
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Figure 3. Technologies and tools used in the decision sugystem

3. Practical examples of the use of spatial infornten processing tools

Two analytical methods which employ the use of igpaiata processing and
which can be practically applied in the procesdesiroquality assessment are de-
scribed below: Land Use Regression (LUR) methodthedo-called Beta parame-
ter method. The authors investigated the possilifittheir adaptations and appli-
cations in Polish conditions, e.g. for determinthg stations' spatial representa-
tiveness or ranges of exceedances of the limitidevEhese methods were used
within the development of previously described dieti support system. As men-
tioned, representativeness of monitoring statioanismportant element of proper
interpretation and analysis of results. The premigech was adopted in the analy-
sis and modification of the foregoing methods, #sweasy availability of the re-
quired input data, so that it would be possiblepply them for different regions
and periods. Another condition is the speed of geitecessing and average re-
guirements of hardware resources for example fartmme analysis and visualiza-
tion. Both these features distinguish these metifimis the modeling of chemical
pollutants transformation and transport, that mageed produce more reliable
results, but they are in great demand in relatiodata and hardware performance,
and require highly qualified personnel.

3.1. Land Use Regression method

The Land Use Regression method (LUR) has been m@uodemore widely
used in recent years and its popularization islte$tom the development of the
GIS software, often equipped with tools for apglima of geographically weighted
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regression methods. This kind of methods can bd irse.g. real estate market
analysis, the studies of the health risks and exgoand environmental analysis
related to the soil, water or air pollution [8]. &kerm "regression” is most com-
monly used in relation to the method for the preditof unknown values of one

of the variables on the basis of the relationsl@pvieen knowledge of other varia-
bles and their values [9]. A variable whose vakieaught is called dependent var-
iable. The relationship between the explanatorjatse (or variables) and depend-
ent variable is used to forecast the value of dtker. In case of more complex de-
pendencies, the regression equation containing onky explanatory variable

proves not sufficient. In that case, the multiggression, allowing for the effect of

a larger number of variables can be used. Multipigession equation can be writ-
ten as (1).

yi = ao+aixii+ ...+ aXik + &i (1)

The parametergaa, ..., & are unknown and must be estimated on the basis of
a random sample, using e.g. the least squares thé®aoametet; represents ran-
dom components that play the role of random efrbe use of multiple linear re-
gression for analysis of air quality is justifieg & significant number of explanato-
ry variables that can be used in the descriptiothefspatial variability of concen-
trations. These include spatial data describingatisyzed area. Potential variables
are presented in Table 2.

Table 2. The potential explanatory variables, which camuged in LUR modeling

Source of

the variables Description Spatial range
Land use Sum of the areas of particular classkesdf | Circle with a given radius of the
use in the vicinity of the analyzed points. analyzed points.
Road network The sum of the lengths of road tydedded | Circle with the radius of the analyzed

by the volume of traffic or road class) in the| points, the distance from the object,
neighborhood of the point, the distance from etc.
the road.

Traffic information The number of vehicles per dayroads in Circle with a given radius around the

the vicinity of the analyzed points. analyzed points.

Population density The average population dengithé area Circle with a given radius around the
surrounding the analyzed points. analyzed points.

Number of house- The density of households in the vicinity of | Circle with a given radius around the

holds the analyzed point. analyzed points.

Emission Cadastre Point, surface and linear enmisSioe sum of| The sum of the emissions in a circle
emissions in a given area or emission with a given radius or account of
weighted with a distance of source from the| distance from the point.
point.

Location Geographical coordinates and altitude -
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The dependent variables in the construction ofntluelel can be measured
values on the basis of which a model is construciéese data can be derived
from fixed pollution concentrations measurementiata or be collected on pas-
sive measurement stations located at selectedspeititin the measurement cam-
paign aimed at developing LUR model. Depending lon gcale of the analyzed
area such data can be derived from the city, regioantry etc. At a later stage of
the analysis the dependent variables store thesaalculated using the construct-
ed model.

The Corine Land Cover data, road network with tcafiformation and con-
centrations of air pollutants included in the Aigga(air quality database managed
by European Environment Agency) were used to tgsifithe method and its im-
plementation in the mentioned earlier Decision Supystem. The calculations
were performed for computational grids designatétimwthe Mazovian Voivode-
ship using pre-adopted three grids with differeratiss and ranges. Fig. 4 shows an
example of the average annual concentration digiob of PM10 in the Warsaw
and the surrounding area, obtained by modelingdbase¢he LUR method.

Sa PM10 [ug/m3]

B sa<=168
B 16.8<5a<=19.4

19.4 < Sa<=213

21.3<5a<=228
228<8Sa<=241
24.1<Sa<=254
25.4 < Sa<=27.0
I 27.0<sa<=292
B 292<sa<=321
- 32.1<Sa 0 5 10 20 30 40 50

[ = = km

Figure 4. Annual average of PM10 in Warsaw and the surroumdrea

3.2. Beta parameter method

So called Beta parameter method can be potentiatig for the objective as-
sessment and analysis of spatial representativerfiess quality measurement sta-
tions. Similarly, as in case of LUR, it is basedtba use of publicly available data
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and information, such as land use map: Corine lGmger and much more detailed
Urban Atlas. It is based on the assumption thaktiea relationship between the
annual average values of pollution concentratiomsasured at a given position,
and calculated parameter characterizing the cawtaand use in the neighborhood
of the measurement point. Its foundations were ldpeel as part of the work pre-
sented in [4] and [10]. This method involves deteation of the parametef?,
characterizing the impact of land use on concdotraaf a selected pollutant in
analyzed area. This indicator is calculated udnegformula (2).

L= Iog{1+ z‘ ax nRCL} (2)

Zi NRCLi
where:

I — RCL class index (land use class), occurringnénédrea,
NreLi— NumMber of pixels with the class in the area,
a — inpact factor of the considered area with spediRCL class for air pollution.

Thep parameter is the logarithm of the sum of weigtgad normalized dis-
tributions of RCL classes related to land use. dbefficients aare used to deter-
mine the weight of the impact of area with a patdc RCL class on the pollutant
concentration. Procedure for determining the coieffits for individual pollutants
consist of two phases. It is assumed that theaedaspresenting areas with a negli-
gible impact on the emissions, i.e. semi-naturedgts, green areas, water and wet-
lands have assigned values about zero. The classesiated with discontinuous
urban fabric, which can associated with emissiamicg from individual heating
systems of buildings and traffic, have the coédfit with value one, for the execu-
tion of the subsequent normalization. In furthelcaktions the emissions of air
pollutants from various sectors of the economy ahtéhuman activity are taken
into account, which allows the calculation of tle¢ative emissions from different
land classes, and the determination of the inigdiies of thea, coefficients. The
next step is to optimize the values of the coedfits, taking into account the pa-
rameterss, calculated for each measurement station usingptigeterm (e.g. five-
year) average concentration values. The optimiagpimcess is based on perfect
matching of the coefficients to the designateddrime parameter that minimizes
the RMSE (root mean squared error), using algostimplemented in the solver
type tools. Then the value ¢f parameter can be calculated for all cells of a-com
putational grid covering the analyzed area. Fighdws an example of the results
of the parametef initial calculation, made with a prototype of dg&on support
system with respect to PM10 pollution. Results ioletéh with use this method al-
low, inter alia, on the analysis of the represéveaess of measuring stations in air
monitoring network. An example for NO2 measurensite in Piastow is present-
ed in Fig. 6.
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Figure 5. Sample screen of the prototype systglrparameter calculation results
for Warsaw and the surrounding area
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Figure 6. Estimation of spatial representativeness of NOasuement station in Piastow
using calculation of parameter based on Urban Atlas (grid 250 m)

This method, in addition to determining the diffeces in the impact of land
use on air pollution, also allows to obtain thetigalistribution of substance's
concentration in the air. For this purpose a geistitzal interpolation of measure-
ments from the stations located in the study aregcessed on the basis of the
parameter. Another way to use this method is toelse the resolution of the re-
sults obtained by means of mathematical dispersiodels.
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4. Conclusion

The article presents examples of the practicalipises of using spatial data
processing systems and tools for the managemettteofir quality monitoring
network or analysis and interpretation of its resulhe purpose of these methods
is, inter alia, standardization and objectifyingdgtermination of the representa-
tiveness of stations. The limitations that affthet calculation results must be taken
into account, e.g. that meteorological conditionshe advection of pollutants and
greater accumulation in certain parts of the stlidieeas are not included into the
analysis. The quality and timeliness of input sdatiformation is very important
as well as and the number of available measuremssuntts. An important feature
of these methods is the speed of obtaining thdtseslicalculations and their abil-
ity to perform for the various areas of the counfifyese methods can also be used,
for example, in automatically executed generatibpallution distribution maps,
based on data from the fixed and mobile monitoand spatial data - for the pur-
pose of public presentation of current air qualifprmation on geoportals or mo-
bile devices.
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