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MEMETIC ALGORITHM FOR ASSEMBLY SEQUENCE PLANNING

The paper presents the application of a memetarithgn to searching for the optimal sequence ofabgembly
of parts. Such approach is based on the use dfjarittm connecting two methods of global and losédrch in
order to increase the effectiveness of the conduofgimisation process. Based on a proper reprasemt
of assembly sequences and a set of geometricaloipal and technological constraints, connectétth the
attributes of a product, it is possible to createegolutionary model. Through proper control of #volution
process in a model, based on the appropriate s#lent parameters, it is possible to achieve gaslilts in a
short period of time. Although the evolutionary@itghm does not guarantee the obtaining of optisadiitions,

it has been proven, based on sample simulatioas,stich solutions are obtained in a repeated maier
application of the presented evolutionary approanhbles creating fast assembly sequence plannoig, to
indispensable in tactical planning and operatiaoatrol of manufacturing processes.

1. INTRODUCTION

The competitiveness of the undertakings in a manufeg process is more and more
often dependent on its elasticity and the abild@yfulfil the needs of a client. The ability
of quick reactions to the market needs, indispdesab such conditions, forces the use
of computer-aided methods of designing of such returing processes, which bring
special organisational and economical benefits.

It will be dependent on the proper elaborationhaf &ssembly’s technological process
and its adequate realisation, whether the produatkine, mechanism) will fulfil the tasks
set by its designer and what will long the lengtlt®exploitation period will be. Therefore
the assembly, so important and laborious in thesttoation process of machines and
devices, should be properly prepared and realised.

One of the main tasks of designing the technoldgpracess of assembly is to
determine the most suitable order of completingspéassemblies). The goal of assembly
sequence planning is the determination of differemtiants of the order of assembly
operation realisations and their assessment, altpWior the determination of the optimal
sequence. The assessment criterion of created blgsplans is, eventually, total cost of the
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assembly process. Considering geometrical, topcddgand technological restraints, the
achievement of the optimal assembly plan is vefficdit from the combinatorial point
of view. The amount of possible assembly plans dépesxponentially from the amount
of parts in a product. Proper selection of the ragdg plan considerably limits the number
of reorientations of a base part, the amount of cbanges, grouping of tasks in multi-task
operations and the simultaneous attachment of npamis, eliminating some operations,
because of which the amount of needed assemblgaievs limited, and eventually also
production costs [7, 10, 15].

The shortening of designing of such a complex Be@s assembly and the assurance
of obtaining effective solutions during particutbgsign stages requires the use of computer
systems as design aids.

Conducted research shows the percentage sharesffefertt tasks realised by
a technologist in the entire designing time, acowydo the traditional (manual) method
of designing the technological process [16]:

» making technological decisions 15%
» data analysis and calculations 40%
» preparation of documentation 45%

According to the presented research, as much as@3be technologist’'s work time
Is spent on the completion of tasks which do nauime making decisions, but very
laborious at the same time. The application of CatepAided Process Planning - CAPP
makes it possible to automate the process of cayryut task which do not require making
decisions, which considerably increases efficieray,well as shortens preparation and
commissioning times.

2. EVOLUTIONARY OPTIMISATION

2.1. EVOLUTIONARY ALGORITHMS

Evolutionary algorithms (EA) are the approach tmg®volution mechanisms, known
from nature, in order to solve optimisation probde(Rig. 1) First clear analogy of EA to
the natural evolution is the existence of popufatio in nature understood as a group
of coexisting individuals of different species, VWehin the EA as a group of different
possible solutions of a problem. Evolution is nothielse than the formation of species
better and better fitted to the environment anddisappearance of the least fitted. The
analogy of EA to nature mechanisms is simple: assyitnat different solutions of a given
problem apply to the individuals, and establishangertain measure of their fitting (so
called assessment function), then, with the usad#fquate methods of generating new
solutions, it is possible to evolve a populatiomsisting of “good” solutions, that is
preferred by the assessment function. Which geoerahethods? Here EA follow the
example of nature. Such solutions are treated astgees of organisms, and these, as it is
well known, in connection with the operations obssovers and mutations, constitute the
essence of how evolution works. As a remainderssoweers consist in the transfer
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of genotype fragments to progeny, coming from bgdinents, while mutation consists in

random changes of a new genotype. From the crossdve expected to cause the creation
of progeny possessing good characteristics of patknts, while from mutations to enable
discovering good, formerly unknown characteristiaturally the operation of EA does not

end on the one-time generation of progeny [1,5,11].
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Fig. 1. The flowchart of the evolutionary algorithm

2.2. MEMETIC ALGORITHMS

Memetic algorithms constitute a group of stochaktaristics for the optimisation
with a global character, which connect the glodaracter of an evolutionary algorithm
with the precision of a method of local searchoider to improve the quality of obtained
solutions (Fig. 2).

Optimisation methods connecting the evolutionargoathm with a precise local
search are differently named in the available ditere, such as: a hybrid evolutionary
algorithm, the Baldwin evolutionary algorithm, tHeamarck evolutionary algorithm,
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algorithm of evolutionary — local search, etc. 882 Pablo Moscato [12,13] in his works
for the first time used the term ohemetic algorithmto describe the whole group
of algorithms, which to the operation of a simpligoaithm introduce one or more
operations of improving the solutions with the o$a precise local search.

Based on the analyses of the operation of EAs hadathieved results of solving

different optimisation problems it is possible tanme few main reasons of hybridisation
with precise methods of local optimisation [6]:
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Solving complex optimisation problems can be didide smaller tasks, realised in
successive stages by precise methods or specidlamaustics. Such method may
sometimes require additional operations transfogndata from EA to a suitable
form, which allows using the knowledge of the pesbl by other methods in
successive stages and vice versa. The applicatianhgbrid of the most effective
methods, in order to improve the quality of achtewslutions by the introduction
of additional operations realising precise locadrek inside the EA, eliminates
superfluous operations.

There is no universal method for solving all opsation problems, which is
confirmed by the results of research and theoletinalyses. EA are also not the
ideal method for the use in solving all optimisattasks. Most often EA are used for
problems with a high computational complexity wiimised restraints. In such case
the use of specialist operators, based on, for pl@mmethod of local search, can
increase the effectiveness of the optimisation ggec As it is shown by conducted
experiments, the use of hybrid EAs yields bettesults than any of the methods
separately.

EAs are characterised by very good results indeatch of proper areas of optimum
search, i.e. so-called exploration. It is much wovgith the precise localisation
of optimum solutions, i.e. so-called exploitatiorhe application of hybridisation
of AE with the method of precise local search mayalde increasing the
effectiveness of the optimisation process by olbtgiietter solutions and decreasing
operation time.

In many practical problems it is required to fulfilcertain amount of limitations,
resulting from the definition of a problem. In suchse it is possible to take
advantage of the local search as a mechanismxiagfsolutions, which do not meet
imposed limitations.

One of hybridisation motives is also the concepbDaivkins on the subject of the
idea of memes in the cultural evolution, preseritedhe first time in a book called
“The Selfish Gene” [2]. According to Dawkins’ opam, a meme is a basic unit
of the cultural transmission, which is imitationeMes are subject to the same rules,
which apply to the replication of genes, however phocess of meme replication has
a distinct character. First of all, unlike the ligical evolution, the cultural evolution
progresses much faster. Second of all, genes cenipetthe resources of natural
environment, while memes compete for the resoustéise human brain’s memory.
Memes are for example melodies, ideas, circulagixgressions, fashion of clothes,
rules of good manners.
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Fig. 2. The flowchart of the memetic algorithm

3. EVOLUTIONARY APPROACH TO SOLVING ASSEMBLY SEQUEBE
PLANNING PROBLEMS

The application of evolutionary algorithms in tlpeocess of assembly sequence
planning was realised according to the evolutiorsgroach shown on a diagram (Fig. 3).
Detailed descriptions of particular problems wal tound in the successive sections [8,9].

3.1. THE REPRESENTATION OF A CHROMOSOME

One of the most important decisions concerninguide of evolutionary algorithms is
the definition of the method for representing tlealrproblem in the algorithm (coding).
Such task is completed by defining the mapping betwa point in the space of solutions
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(assembly sequence) and a point in the space oésemations (chromosome). Among
methods from the class of evolutionary algorithimsré is no unequivocal solution of this
problem. In genetic algorithms, the basic formhe binary representation; evolutionary
strategies are based on the representation ofnw@abers, while genetic programming
mainly uses trees describing the structure of @nogt In the presented work, the integral
presentation has been used. A chromosome condisdassequence of natural numbers
representing particular parts of the assembledaurrfibished product.

In order to ensure proper operation of the algorjtmaking it possible to assess the
obtained results, a suitable form of data is remljidescribing geometrical, topological and
technological characteristics of the analysed pcbdu assembly. For this purpose a graph
IS created, representing the characteristics abdyet (assembly) and based on it, matrices
are created describing: existing connections betwests, geometrical restraints of the
assembly order, possible directions of the assenanlg available end-effectors for
particular parts in an assembly.

/ SOLUTION SPACE \ / MODEL SPACE \

H

ASSEMBLY REPRESENTATION OF || CENERATION OF INIT
SEQUENCES ASSEMBLY SEQUENCES [ FOPULATIONOF
CHROMOSOMES
ABSOLUTE POPULATION OF
CONSTRAINTS CHROMOSOMES
OPTIMISATION
CRITERIA |  CROSsOVER |
i | MUTATION |
FITNESS FUNCTION | 1 | ["REPRESENTATION OF Ty SiE;REHi 1
EVALUATION |\ T|__ CHROMOSOMES i EEeALSEGLH |
L REPRESENTATION OF [
% ASSEMBLY SEQUENCES —i>‘ SELECTION _|
OPTIMISED i
ASSEMBLY |1 REPRESENTATION OF [ OPTIMISED ‘
\ SEQUENCE CHROMOSOMES CHROMOSOME /

Fig. 3. The evolutionary approach for assembly seqe planning problem

3.2. THE INITIATION OF THE INITIAL POPULATION

Initiating of the population is used to generate gopulations of a given size, from
which the algorithm can start the evolution procdsgo methods are used for initiating the
preliminary population: in a random manner or bgating the chromosomes initially
optimised by means of other methods. The effecassrof the evolutionary process can be
significantly improved by a high quality initial palation and its proper size. It must be
however remembered that in case of creating waliséeld chromosomes by means of other
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methods, there is a risk that the evolution progaise directed to a local optimum. In the
presented solution the initial population is crdate random manner. The size of this
population is one of the algorithm’s parameters.

3.3. CROSSOVERS

The task of a crossover parameter is to recombaggrfents of chromosomes (parents)
and in this way to create new chromosomes (progehlygre are at least few methods
of realising the crossovers for the assumed integpresentation. In the first step, the
realisation of such operator consists in the randeatection of a part from the parent’s
chromosome and the duplication of it to the chramnos of progeny, retaining its position.
In the second step, the rest of chromosome elenwdritse first parent are copied to the
progeny chromosome, but with retaining their orfesippearance in the chromosome of the
second parent. The insertion of elements, copiethéensecond step to the chromosome
of progeny, begins from the first position aftee tihagment copied in the first step. In the
analogous manner, the creation of the second deésocers carried out, based on the same
pair of chromosomes (parents).

3.4. MUTATION

The mutation operator is responsible for randonroduction of changes in
a chromosome. In this example, a variation of nmnabased on the change of the position
of genes (swap mutation) has been used. It consigit® random selection of two elements
in a chromosome and swapping their position.

3.5. SELECTION

The selection (carried out in reproduction and essmn phases) results in
channelling the algorithm in the direction of reésulmproving the former. The task
of reproduction is the selection of parents foregenoperations, the result of which is the
creation of a temporary population, on which theragions of crossovers and mutations are
carried out, leading to the creation of progeny ydagon. The succession consists in
creating new base population to the successivergeme, based on individuals found in the
progeny population and the old base population.

3.6. FITNESS FUNCTION

The fitness function allows assessing the degrémwafthe chromosomes are fit to the
environment, that is the meeting of restraints Itegufrom the geometrical, topological and
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technological description of the assembled unit #redtechnological process of assembly.
First assessment criterion is the verification adeting the geometrical restraints by the
chromosome, necessary to create the realisableseguln the next step, the assessment
for the realisable sequences takes place, basédeooptimisation criteria, which apply to
the minimisation of reorienting the base unit ané minimisation of end-effector changes
in the assembly robot. Such sequence optimisa&ti@bles minimising the summary time
needed for the assembly of the entire unit or pcgdehich directly influences the cost
of the entire assembly.

3.7. LOCAL OPTIMISATION — TABU SEARCH METHOD

Local optimisation algorithms (LOA) (improvemengaftithms) have been known in
the literature for a long time in combinatorial iopisation tasks. General principle
of operation of the LOA comes down to the iteratimg@rovement of the goal function
value for a certain solution, assumed as the starsolution. Starting solution can be
generated by means of a different algorithm or ehasndomly. In the presented paper,
starting solution for the local optimisation algbm is generated by the evolutionary
algorithm. A set of potential modification of a gbbn is connected to the concept
of contiguity, i.e. a set of solutions, “close”ttee base solution in a given iteration. In every
iteration, a contiguity set is generated, from \hibe solution with the highest value of a
goal function is chosen (for maximisation problen®)e algorithm finishes its operation
when it does not find the solution with a highealgfunction value than the base solution.
Presently, research conducted on the LOA introdusasy new methods and techniques
modifying, mentioned earlier, the classic operatsaheme of LOA, making the methods
described on such base very effective. One of suethods is a search method with
forbiddances, called the Tabu method [3,4,14].

4. INVESTIGATION OF THE INFLUENCE OF THE GENETIC (GHRATION
CONFIGURATION ON THE OPERATION EFFECTIVENESS AND OMISATION
POSSIBILITIES

A very important stage of preparing the algorithsrnts tuning, that is the definition
of optimal values for characteristic quantities,ctsuas: methods of realisation
of reproduction, crossovers and mutations, intesgs of succession, probability
of crossovers and mutation, size of population, atietrs. Mentioned quantities, because
of their character, can be divided to:

» continuous, which can be named as parameters;
» discontinuous; which can be named as decisive blasa

Based on the selected and presented in ChapteryS wfarealisation of genetic
operators, for the assumed path coding of combihtoptimisation problems, 18 variants
of the evolutionary algorithm configurations werelested (Table 1). For each of the
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selected variants, simulation investigations weegried out in order to define the
characteristics of the algorithm behaviour for @iéint values of crossing probability and
mutation probability parameters.
Based on preliminary investigations, values of peat@rs for carrying out these
simulations were set:
= size of population: 200;
=  maximum amount of iterations: 1000;
= probability of crossovers: 0; 0,05; 0,1; 0,15; @25; 0,3; 0,35; 0,4; 0,45; 0,5; 0,55; 0,6;
0,65; 0,7; 0,75; 0,8; 0,85; 0,9; 0,95; 1;
= probability of mutations; 0; 0,02; 0,04; 0,06; G,08L; 0,12; 0,15; 0,2; 0,25; 0,3; 0,35;
0,4; 0,45; 0,5; 0,55; 0,65; 0,75; 0,85; 0,95.

Table 1. Variants of investigated algorithm confagions

Variant no. Reproduction Crossover s Succession
1 Roulette OX Trivial
2 Roulette OX Elite
3 Roulette PMX Trivial
4 Roulette PMX Elite
5 Roulette CX Trivial
6 Roulette CX Elite
7 Tournamer OX Trivial
8 Tournamer OX Elite
9 Tournamer PMX Trivial

10 Tournamer PMX Elite
11 Tournamer CX Trivial
12 Tournamer CX Elite
13 Ranlk OX Trivial
14 Rank OX Elite
15 Rark PMX Trivial
16 Rank PMX Elite
17 Ranlk CX Trivial
18 Ranlk CX Elite

In the tuning process, a travelling salesman probles been used, which is very
popular in investigating the combinatorial optintisa algorithms. The complexity of a
problem was defined for 36 cities, where the sike searched solution space is 36!
3,7*10". For the generated plans of cities the shortetit pas determined by means of
analytical methods, which is the optimal soluti@nd then used for assessing if the
algorithm is capable of finding the optimal soluticAdditionally, the knowledge of the
optimal value for the investigated test task wasduss an additional condition for stopping
the operation of the algorithm in the moment othaag the optimum.

For each set of parameters, 10 independent sirontatvere carried out and then the
average value of results was determined. Basederobtained results for each of the
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configurations, a set of three characteristicsuncfion of two variables — probabilities

of crossovers and mutations — was determined:

= quality of obtained result: value of fitness fuoctj that is length of the shortest found
travelling salesman route;

= simulation cost; number of algorithm iterations e to find the best reached solution;

= repeatability of the algorithm operation; amounbbfained optimal results in 10 carried
out simulations.
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Fig. 4. Characteristic of the quality of obtainegults

Figure below shows the example set of operatiorracheristics of the algorithm
configured based on the range reproduction, OXsoners and trivial succession (variant
no. 13). Figure 5 shows the quality characteristiobtained results. Such graph allows
verifying in which spots the algorithm reaches kresults and whether these solutions are
optimal. If the algorithm does not reach soluti@gmal to the optimal solution, then how
large is the difference between the obtained antimap solution. Fig. 6 shows the
simulation cost characteristic, that is the amafnalgorithm iterations, by which the last
guality improvement of the obtained result occurréd during simulations, the optimal
solution was obtained, the simulation cost is dafiby the amount of iterations, after which
such solution was obtained. In case in simulatibresoptimal solution was not achieved,
the iteration number, by which the last solutioralgy improvement was achieved allows
speculating about the possibilities and the pacalgdrithm convergence. Fig. 7 shows the
characteristic applying to the repeatability of #dgorithm operation. Such graph defines
how many times the algorithm found the optimal 8oluin 10 independent simulations.
This allows assessing the repeatability, with whilad algorithm can achieve optimum with
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defined parameter values. Presented set of chasticte makes it possible to assess the
particular configurations of the algorithm and tmalse the influence of such
configurations on the algorithm properties.
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Fig. 5. Simulation cost characteristic

5. EXAMPLE OF THE USE OF THE EVOLUTIONARY APPROACH

For the verification of the formerly presented exmnary approach, an example of the
assembly sequence planning for a gear pump PZ-4Qiesented (Fig. 8). This pump
consists of 34 components. After designing and e@m@nting particular components of the
earlier mentioned evolutionary approach, a seriesimulations was conducted. In the
course of consecutive simulations, the parametaisaf the algorithm was achieved,
which aimed for such selection of parameters (gdvoiti@s) controlling the evolution
process, as to achieve the highest possible qudlitptained results in the possible shortest
time. As a result of parameterisation, the follogviralues of parameters were determined:
population size — 100, crossover probability — Oxytation probability — 0.33. Then
independent simulations were conducted for vargmss of the initial population using the
algorithm with the defined parameters, which assalt enabled obtaining the solution with
the highest assessment function values in form:
7-6-13-12-10-11-14-15-17-16-19-18-20-21-23-22-2433234-33-28-30-25-27-29-26-8-9-
5-4-3-1-2.
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The course of assessment function value changdbkddrest result and the mean value for
all chromosomes in the population is shown on alg(&ig. 9).
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Fig. 6. Algorithm operation repeatability charaigttc

6. CONCLUSIONS

Intensive development of elastic and computer-natisgl manufacturing systems and
computer aided manufacturing systems requires tafée@lgorithms for determining the
assembly sequence. Definite majority of these okl and generally combinatorial
optimisation problems belongs however to the clasdNP-hard. Therefore it will be
impossible to solve them precisely with the usalgbrithms of the polynomial complexity.
That is why at the present moment the main diractibresearch is searching for effective
approximate algorithms. The measure of their effeoess is their operation time and
precision, defined as the distance of the genesdkdion to the optimal solution based on
the assumed quality criterion. Based on researbichwresults were partially presented in
hereby article, it can be stated that the memdgiarithm is a “strong” tool for applying to
the assembly sequence planning. Although they dognarantee obtaining the optimal
solution, conducted simulation research shows thih the use of proper working
parameters the algorithm reaches the optimal soluti a repeatable manner.
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