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Abstract:
The paper presents skeleton rule-based expert system of 
a new generation, named EXPERT 3.0, worked out and 
programmed by the Author. Notion of a new generation 
refers here to implementation of a knowledge base of the 
system in a form of a computer database; previous skel-
eton expert systems implemented knowledge bases as 
text files. At first, a theory of expert systems, as one of 
the branches of Artificial Intelligence, is briefly presented. 
Then the Author’s original algorithms of the system are 
described in the paper. Using the EXPERT 3.0 system, ex-
ecution of the inference processes: forward, backwards or 
mixed, as well as of falsification of the main hypothesis, is 
possible. The EXPERT 3.0 system may be loaded with any 
number of parallel knowledge bases from such domains 
as technical, medical or financial diagnostics, as well as 
providing equipment, forecast and many other systems; 
in the paper, the inference process is illustrated by an ex-
ample of the diagnostics of the damage to a MKM33 coal 
mill, working in a 200 MW power unit. Finally, conclusions 
and recommendations are formulated in the paper.

Keywords: expert system, Artificial Intelligence, computer 
program, algorithm, inference process, fact, rule, techni-
cal diagnostics

1. Introduction
Expert systems are one of the basic branches of an 

Artificial Intelligence (AI). Development of AI dates 
from the sixties of XX century. Artificial neural networks 
were the first developed branch of AI. Expert systems 
appeared in the seventies. Then, the evolution algo-
rithms and fuzzy logic systems took place. A very prom-
ising new branch of AI, named the agents’ theory, and 
also new branch named data mining, have appeared in 
the last few years. 

Among the AI branches described above, expert 
systems were the first with important practical applica-
tions. The range of possible applications of the expert 
systems is very wide. Expert systems are mostly ap-
plicable to diagnostics: technical, medical, economic-
financial and other, even such exotic as archaeological 
[1]. Besides diagnostics, expert systems may be applied 
to: forecasting, providing equipment, improvement, re-
pairing, planning, interpreting, monitoring, control and 
instruction (teaching). 

Expert system is a computer program. Since the 
seventies, many such computer programs had been 
written. However, due to the hardware and software 
evolution, these programs have become obsolete. It is 

necessary to constantly create new programs, written 
in new computer languages and developed in new com-
puter environments. In this paper, EXPERT 3.0 comput-
er program of the skeleton rule-based expert system of 
a new generation has been presented. This program has 
been worked out, written and developed personally by 
the Author. Notion of the new generation refers here to 
an implementation of the knowledge base of the system 
(as an element of AI), in a form of the computer database 
(as an element of computer science); previous skeleton 
expert systems, such as, for example, SOCRATES system 
[3], implemented the knowledge bases as text files.

Putting aside some mathematical formulae of an 
uncertainty management module, borrowed from so-
lutions of the SOCRATES skeleton expert system [3], 
EXPERT 3.0 system is based on the Author’s entirely 
original algorithms. These algorithms are described be-
low in the paper. An execution of inference processes: 
forward, backwards or mixed, as well as of falsification 
of the main hypothesis, is possible using of the EXPERT 
3.0 system. The system is actually principally utilized as 
a didactic tool in AI domain, but economic and industri-
al numerous applications of this system are also entire-
ly possible. As an illustration of this thesis, a knowledge 
base of technical diagnostics of MKM 33 coal mill, work-
ing in a 200 MW power unit [4, 5], has been loaded to 
EXPERT 3.0 system, and serves as an example of infer-
ence process. After all, it is possible to load the EXPERT 
3.0 system with any number of parallel expert systems 
(i.e. knowledge bases) from such domains as technical, 
medical or financial diagnostics, as well as providing 
equipment, forecast and many other systems.

 
2. The Algorithms of the EXPERT 3.0 System

The EXPERT 3.0 system is the rule-based expert sys-
tem; knowledge in such a system is represented in form 
of facts and rules. The system comprises the following 
kinds of facts: introduced, intermediate and final, as well 
as following types of facts: enumerated, real, integer and 
logical. Value of introduced fact is determined by the 
user but not by the expert system. Value of intermediate 
or final fact (as opposed to introduced) is determined 
not by the user, but by the expert system, during the in-
ference process, itself. Values of the final facts are an aim 
of the inference process. Enumerated fact is such a fact, 
which assumes the one value (or several values) from 
a set, predefined by the user (in the table of the values of 
enumerated facts, see below). Besides the enumerated 
facts, there are real and integer facts as well as logical 
facts, with values: TRUE, FALSE or UNKNOWN (the EX-
PERT 3.0 system bases on three-valued logic). 
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In the system, a rule has following syntax:

IF (PREMISE FIELD) THEN (CONCLUSION) (CF=?) (1)

where: 
(PREMISE FIELD) – complex logical expression on 
a single elementary premise, or on any number of el-
ementary premises, joined together with logical opera-
tors NOT, AND and/or OR, and also (optionally) closed 
in parenthesis on mutually nested hierarchical levels, 
in any number of these levels. The elementary premise 
is a comparison (of type equality or inequality) of cur-
rent, actual value of single fact with its reference value. 
During the inference process, an elementary premise 
returns consequently logical value TRUE, FALSE or 
UNKNOWN. The reference value may be given in form 
of the constant. The constant may be simple (it repre-
sents then a definite invariable value) or complex, so-
called computational. The computational constant is an 
arithmetical expression on a value of another fact; re-
spectively a value of computational constant may vary 
during the inference process. It is possible to compare 
values of two specified facts in the elementary premise 
using the computational constant;
(CONCLUSION) – assignment specified value to a single, 
intermediate or final, fact. This assignment may be real-
ized using a constant, simple or computational. In the 
EXPERT 3.0 system, a rule is so-called Horn’s clause, i.e. 
it consists of one and only one conclusion;
(CF) – certainty factor of the rule. This is the variable 
from [0, 1] range, characterizing the confidence in the 
correctness of a rule. The CF equal to 1 means absolute 
correctness of a rule. The CF equal to 0 may not mean 
that the rule is incorrect, but means zero-confidence 
in the correctness of the rule. It is also possible to as-
sign to the CF of the rule any intermediate value from 
[0, 1] range. The CF may not be interpreted as a prob-
ability (for example, CF equal to 0,5 does not mean that 
in a half of cases the rule is correct and in a second half 
– incorrect). The CF should be attributed not only to 
the rule but also to the value of each introduced fact. 
A special uncertainty management module, built-in into 
the EXPERT 3.0 system, then, from the CF of values of 
facts in premises, will compute the replacement CF of 
entire premise field, and then, taking into account also 
the CF of the rule, will compute the CF of conclusion. If 
one and the same conclusion is deduced from two or 
more “fired” (the notion of “fire” will be explained be-
low) rules, an aggregated CF of conclusion is further-
more computed. The notion of logical t-norm and s-
norm appears in some mathematical formulae of these 
calculations. The Author has borrowed these formulae 
from solutions of the SOCRATES skeleton expert sys-
tem [3]. To make it possible to assign value to the fact in 
conclusion of the rule, this rule should be activated, or, 
according to the jargon of knowledge engineers, “fired”. 
The rule can be “fired”, if the logical value of premises 
field of this rule equals TRUE and the computed CF of 
conclusion of this rule is higher than a certain minimal 
threshold value. The notion of the CF is very important, 
taking into consideration general uncertainty with re-
gard to different processes. The skeleton expert system, 
which does not consist of an uncertainty management 

module, should not be utilized. Niederliński [8] calls 
such a system (i.e. system in which all CFs are, a priori, 
equal 1) precise. It is of course misunderstanding; such 
a system should rather be called inexact. 

2.1. Forward Inference Process
 During forward inference process, the system 
deduces all possible conclusions taking into account 
actual values of introduced facts. The block-diagram 
in the Figure 1 presents algorithm of this process. In 
the blocks, the computations are realized according to 
formulae:

Block 1

( )
( )0:CF  ;unknown:F   FIF

,0:CF  ;unknown:F  FFF

F

F

==∈∀
==∈∀    (2)

where: 
F – fact; 
FF – set of final facts; 
FI – set of intermediate facts; 
CFF – CF of actual value of fact F. 

Block 3
If, for example, the premise field has a form:

F1 = RV1 AND (F2 = RV2 OR (F3 = RV3 AND 
F4 = RV4))    (3)

where:
F1, F2, F3, F4 – facts (enumerated – in order to
 simplify the formulae);
RV1, RV2, RV3, RV4 – reference values of the facts
 F1 - F4,

then order of parameter computations will be as 
follows:

1) logical value of the premise P3 : F3 = RV3, according 
to the truth table:

F3 = RV3 other than RV3 u3

LVp3 := T F U

where:
T – TRUE; F – FALSE; U – UNKNOWN;
RV3 – reference value of the fact F3;
u3 – unknown actual value of the fact F3;
LVp3 – logical value of the premise P3.

2) CF of the premise P3 : F3 = RV3, according to the 
formula: 

  (4)
where:
CFp3 – CF of the premise P3 : F3 = RV3; 
CFf3 – CF of actual value of the fact F3;
CFt – threshold value of CF.
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3) logical value and CF of the premise 
P4 : F4 = RV4 (analogically as p. 1, 2 above);

4) logical value of the conjunction C3-4 : F3 = RV3 AND 
F4 = RV4, according to the truth table: 

LVp3 = T F U

LVp4 = T F U T F U T F U

LVc3-4:= T F U F F F U F U

where:
T – TRUE; F – FALSE; U – UNKNOWN;
LVp3 – logical value of the premise P3 : F3 = RV3;
LVp4 – logical value of the premise P4 : F4 = RV4;
LVc3-4 – logical value of the conjunction 
 C3-4 : F3 = RV3 AND F4 = RV4.

5) CF of the conjunction C3-4 : F3 = RV3 AND 
F4 = RV4, according to the formula (adapted from [3]):

 

 
 

 
 

where:
t-l.n. – t – logical norm, chosen by the user, accor-
 dingly to a nature of the knowledge base;
CFp3 – CF of the premise P3 : F3 = RV3;
CFp4 – CF of the premise P4 : F4 = RV4;
CFc3-4 – CF of the conjunction C3-4 :
 F3 = RV3 AND F4 = RV4.

6) logical value and CF of the premise 
P2 : F2 = RV2 (analogically as p. 1, 2 above);

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

START 

1. Reset  of  the values of  intermediate and 
final facts. Organization of program loop for 
iterations of the process. Acceptance of the 
first iteration to the calculation. 

2. Organization of program loop for rules, 
decreed to forward inference process and 
sorted according to the increased level of 
rule, with elimination of already “fired” rules 
(if such a metarule has been admitted).  
Acceptance of the first rule to the calculation. 

yes 

yes no 

3. Identification of  elementary premises 
inside parenthesis deepest nested in the 
premise field of the rule. Reading and 
comparison of actual values of facts in 
premises. Computation of logical value 
(TRUE, FALSE or UNKNOWN) and CF 
of aggregated elementary premise repre-
senting syntax of the parenthesis, taking 
into account priority of logical operators 
(NOT - AND – OR) and utilizing 
formulae of the uncertainty management 
module [3]. Replacement  of the paren-
thesis by the premise as above. Does any 
parenthesis still occur in the syntax of the 
premise field of the rule? 

5. Transmission of the rule to a stack of 
rules to “firing”. If admitted metarule of 
order of “firing” of rules is FIFO (First 
In First Out), then “firing” of the rule. If 
another metarule is valid, then “firing” 
of rules is realized after closing of the 
program loop for rules. If the rule is 
“fired”, the form of conclusion of the 
rule is visualized, but if rules, with the 
same conclusion, have been “fired”  be-
fore, then additionally computation of 
aggregated CF of conclusion. 

yes no 

4. Computation of, similarly as in the block 
3, logical value and CF of all premise field. 
Also computation of CF of conclusion of 
the rule, utilizing formulae of the uncer-
tainty management module [3]. Does pre-
mise field return value TRUE, and also, is 
computed CF of conclusion higher than 
threshold value? 

A B  C                                 D 
A B           C                      D 

STOP 

yes no 

6. Has the last rule, from the program loop 
opened in the block 2, been already exa-
mined? If not, then  acceptance of the next 
rule to the calculation. 

yes no 

7. Has, in the current iteration, any new rule 
been “fired”, or also, has CF of conclusion 
of already earlier “fired” rule undergone 
augmentation more than by admitted thre-
shold value? If yes, then acceptance of the 
next iteration to the calculation. 

Fig. 1. The block-diagram of algorithm of forward infe-
rence process in the EXPERT 3.0 system
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decreed to forward inference process and 
sorted according to the increased level of 
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3, logical value and CF of all premise field. 
Also computation of CF of conclusion of 
the rule, utilizing formulae of the uncer-
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mise field return value TRUE, and also, is 
computed CF of conclusion higher than 
threshold value? 

A B  C                                 D 
A B           C                      D 

STOP 

yes no 

6. Has the last rule, from the program loop 
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rule to the calculation. 
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(5)
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7) logical value of the disjunction D2-3-4 : F2 = RV2 OR 
(F3 = RV3 AND F4 = RV4), according to the truth table: 

LVp2 = T F U

LVc3-4 = T F U T F U T F U

LVd2-3-4:= T T T T F U T U U

where:
T – TRUE; F – FALSE; U – UNKNOWN;
LVp2 – logical value of the premise P2 : F2 = RV2;
LVc3-4 – logical value of the conjunction C3-4 :
 F3 = RV3 AND F4 = RV4.
LVd2-3-4 – logical value of the disjunction D2-3-4 :
 F2 = RV2 OR (F3 = RV3 AND F4 = RV4).

8) CF of the disjunction D2-3-4 : F2 = RV2 OR 
(F3 = RV3 AND F4 = RV4), according to the formula 
(adapted from [3]):

 

where:
s-l.n. – s – logical norm, chosen by the user, accor ding-
ly to a nature of the knowledge base (alg. – algebraic, 
Lukas. – Lukasiewicz);
CFp2 – CF of the premise P2 : F2 = RV2;
CFc3-4 – CF of the conjunction C3-4 : F3 = RV3  AND 
F4 = RV4;
CFd2-3-4 – CF of the disjunction D2-3-4 : F2 = RV2 OR
 (F3 = RV3 AND F4 = RV4).

9) logical value and CF of the premise 
P1 : F1 = RV1 (analogically as p. 1, 2 above);

10) logical value of the conjunction C1-2-3-4 :
F1 = RV1 AND (F2 = RV2 OR (F3 = RV3 AND 
F4 = RV4)) (analogically as p. 4 above);

11) CF of the conjunction C1-2-3-4 : F1 = RV1 AND 
(F2 = RV2 OR (F3 = RV3 AND F4 = RV4)) 
(analogically as p. 5 above).

Block4
The same formulae as in the block 3 and additionally 
(adapted from [3]):
 
 CFconc = CFpf CFr (7)
where:
CFconc – CF of the conclusion of the rule;
CFpf – CF of the premise field of the rule;
CFr – CF of the rule.

Block 5
If the conclusion has been deduced from two rules 
with the same conclusion, then (adapted from [3]):

 (8)

where:
s-l.n. – s – logical norm, chosen by the user, accor- 
dingly to a nature of the knowledge base (alg. – alge-
braic, Lukas. – Lukasiewicz);
CFaggr – aggregated CF of the conclusion deduced
from two rules;
CFconc1 – CF of the conclusion deduced from the first 
rule;
CFconc2 – CF of the conclusion deduced from  the second 
rule.

2.2. Backwards Inference Process
Before backwards or mixed inference process, the 

user must put the main hypothesis. Then the system 
does not deduce all possible conclusions, but tries to 
prove only the main hypothesis. Only one of conclu-
sions of rules, decreed to backward, or forward and 
backwards inference process, can be the main hypoth-
esis. The block-diagram in the Figure 2 presents algo-
rithm of backwards inference process. In the blocks, 
the computations are realized according to formulae:

Block 1
The same formulae as for the forward inference 
process (Fig. 1, block 1).

Block 3
The same formulae as for the forward inference 
process (Fig. 1, block 3–4) and additionally:

If, for example, the premise field of the examined rule 
has a form:

F1 = RV1 AND F2 = RV2 AND F3 = RV3   (9)

where:
F1 – fact enumerated (in order to simplify the 
formulae) and introduced;
F2 – fact enumerated (as above) and intermediate;
F3 – fact enumerated (as above) and final;
RV1, RV2, RV3 – reference values of the facts 
F1 – F3,

and the premise P1 : F1 = RV1 returns logical value 
TRUE, the premise P2 : F2 = RV2 returns also logical 
value TRUE, but the premise P3 : F3 = RV3 returns 
logical value UNKNOWN due to unknown actual 
value of the fact F3, or returns TRUE but CF of this 
premise is smaller than the threshold value, then this 
examined rule cannot be “fired”. At the same time, in 
the knowledge base, for example, there are following 
rules:
……………………..
Rule 1: IF (premise field) THEN F3=V3.1  (10)
……………………..
Rule 2: IF (premise field) THEN F3=V3.2  (11)
……………………..

 (6)
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where:
V3.1, V3.2 – values (all) of the enumerated fact F3,
 predefined by the user (in the table of
 the values of enumerated facts, see
 below).

Consequently, the conclusions F3=V3.1 and F3=V3.2 will 
be auxiliary hypotheses. ID of the rules Rule 1 and 
Rule 2 will be added to the end of the work table of 
rules requiring examination.

Block 4
The same formulae as for the forward inference 
process (Fig. 1, block 3–4) and as in the block 3 above.

Fig. 2. The block-diagram of algorithm of backwards  
inference process in the EXPERT 3.0 system
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1. Reset  of  values of  intermediate and 
final facts. Listing of the conclusions of 
rules, decreed to the backward inference 
process and sorted according to the increa-
sed level of rule, to facilitate selection of 
the main hypothesis by the user. Indication 
of the main hypothesis by the user. 

2. Organization of program loop for itera-
tions of the process. Acceptance of the first 
iteration to the calculation. 

3. Organization of program loop for rules, 
decreed to backwards inference process 
and sorted according to the increased 
level of rule, which conclusions agree 
with the main hypothesis. A try of 
“firing” of rules from this program loop, 
using the same algorithm as for the 
forward inference process (Fig. 1, blocks 
2-7). Was the “firing” of any rule from 
this loop successful? If yes, the main 
hypothesis is proved and the inference 
process ends. If the system was not able 
to “fire” the examined rule, then identifi-
cation of elementary premises inside pre-
mise field, but with intermediate and final 
facts only. Computation of logical values 
and CFs of these premises, similarly as 
for the forward inference process (Fig. 1, 
block 3).  If the premise returns UN-
KNOWN, or CF of this premise is smaller 
than the threshold value, then identifica-
tion of all rules, decreed to backwards 
inference process and having in conclu-
sions the fact from examined premise. 
Conclusions of these rules are now 
considered as auxiliary hypotheses, and 
ID of these rules are added to the end of 
work table of rules requiring examination. 

yes, examined 
rule has just 
been „fired” 

no, not any 
rule has been 
“fired” 

yes, at least one rule 
has been “fired”. The 
main hypothesis has 
been proved. 

A     B 

A                                     B 

no, not any rule has 
been “fired”. The 
main hypothesis 
has not been 
proved 

4. Organization of program loop for posi-
tions of the work table of rules requiring 
examination, created in the block 3. 
Successive examination and try of “firing” 
of particular rules from this work table, 
using the same algorithm as for the forward 
inference process (Fig. 1, blocks 2–7). Was 
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table successful? If yes, then immediate 
initialization of a new iteration of the 
process. If not, then identification of ele-
mentary premises inside premise field, but 
with intermediate and final facts only, and 
possibly adding the new positions to the 
end of the work table of rules requiring 
examination, as it is described in the block 
3. Examinations of rules from this work 
table will be continued. If, however, posi-
tions of this work table will be exhausted, 
and not any rule from this work table has 
been “fired” then the inference process 
ends with a message that the main hypo-
thesis has not been proved.   
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2.3. Main Hypothesis Falsification Process
If the system was not able to prove the main hy-

pothesis (Fig. 2, block 4), it must not necessarily 
testify that this hypothesis is false. In this case, one 
should additionally try to realize falsification of the 
main hypothesis. To this end, one should prove an-
other hypothesis that falsifies the main hypothesis. 
For example, if the main hypothesis (taken from the 
knowledge base of technical diagnostics of MKM 33 
coal mill, working in the 200 MW power unit [4, 5]) is:

[Degree of failure of electric motor bearing No 1]=
[Initial failure],  (12)

then the hypothesis, that falsifies the main hypothesis, 
may be:

[Degree of failure of electric motor bearing No 1]=
[Advanced failure].  (13)

 This is the user’s duty to indicate the hypothesis 
that falsifies the main hypothesis. The system assists 
this process, proposing to the user, as hypothesis 
that falsifies the main hypothesis, these conclusions 
of rules, in which, to the same fact, as in the main 
hypothesis, other values are assigned. Algorithm of 
falsification of the main hypothesis is identical as for 
the backwards inference process – its block-diagram 
will not be repeated. Conclusion with the same fact, as 
in the main hypothesis, must not be always hypothesis 
that falsifies the main hypothesis. For example, if the 
main hypothesis, in the expert system of medical 
diagnostics, is:

[Patient’s disease]=[Meningitis],  (14)

then the hypothesis, that falsifies the main hypothesis, 
may be:

[Patient’s state of health]=[Good health].  (15)
 
Only the user can put such a hypothesis, and then may 
it prove using any kind of inference process.

2.4. Mixed Inference Process
Mixed inference process consists in realization for-

ward and backwards inference process alternately. In 
the EXPERT 3.0 system, the mixed inference process 
begins with the backwards inference process. If the 
system is not able to prove the main hypothesis during 
this process (Fig. 2, block 4), it automatically switches 
to the forward inference process (Fig. 1, blocks 1–7), 
but without an initial reset of the values of interme-
diate and final facts, as well as without visualization 
of “fired” rules, others, than with conclusions staying 
in agreement with the main hypothesis. If the system 
is not able again to prove the main hypothesis dur-
ing the forward inference process, the system auto-
matically will switch again to the backwards inference 
process (Fig. 2, blocks 2–4), also without initial reset 
of the values of intermediate and final facts, and then 
will terminate inference process.

3. The computer Science Solutions of 
the EXPERT 3.0 System 

The EXPERT 3.0 computer program has been writ-
ten in Delphi 4 computer language and compiled in 
the RAD (Rapid Application Development) computer 
environment. The program is very wide; it consists of 
115 forms/modules and 60.000 lines of source code. 
As mentioned above, the knowledge base of the sys-
tem has been implemented in form of a computer 
database, using BDE (Borland Database Engine) data-
base technology and Paradox local database system. 
A knowledge base has a form of computer database 
tables of: expert systems (i.e. knowledge bases), facts, 
values of enumerated facts, rules and constants. Two 
other tables, of: inference trajectories and multimedia 
files, are auxiliary tables. The database meets com-
puter science requirement of so-called five normal 
shapes. The table of expert systems (i.e. knowledge 
bases) is connected with remaining tables by a one-
to-many relationship. Additionally, the table of facts is 
also connected with the table of values of enumerated 
facts by the same relationship. Also the same relation-
ship exists between the tables of facts/rules and the 
table of multimedia files. 

Record of the table of expert systems (i.e. knowl-
edge bases) consists of the following columns (fields): 
ID of the expert system (primary key); Name of the 
expert system; Description of the expert system; Date 
of creation of the record.

Record of the table of facts consists of the follow-
ing columns (fields): ID of the fact (primary key); ID 
of the expert system (foreign key); Name of the fact; 
Kind of the fact (with items: introduced, intermediate, 
final); Type of the fact (with items: enumerated, real, 
integer, logical); Unit of measure (real and integer 
only); Number of values of the fact (20 max.; enumer-
ated only); Is the fact multi-valued? (with items: yes, 
no; enumerated only); Description of the fact; Instruc-
tion how to determine value of the fact (introduced 
only); Value of the fact (integer, real and logical only), 
introduced or intermediate/final at the end of the 
current iteration; CF of the value of the fact as above; 
Value of the intermediate/final fact (integer, real and 
logical only) at the end of the previous iteration; CF 
of the value of the fact as above; Date of creation of 
the record.

Record of the table of values of enumerated facts 
consists of the following columns (fields): ID of the 
value (primary key); ID of the fact (foreign key); Value 
of the fact; Does the fact (introduced or intermediate/
final at the end of the current iteration) have this val-
ue? (with items: yes, no); CF of the value of the fact as 
above; Did the intermediate/final fact have this value 
at the end of the previous iteration? (with items: yes, 
no); CF of the value of the fact as above; Date of cre-
ation of the record.

Record of the table of rules consists of the follow-
ing columns (fields): ID of the rule (primary key); ID 
of the expert system (foreign key); Name of the rule; 
Level of the rule; Inference sessions possible (with 
items: forward, backwards, both); CF of the rule; Text 
of the premise field of the rule; Text of the conclusion 
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Fig. 3. The title form of the EXPERT 3.0 computer program

Fig. 4. The form of the table of facts of the EXPERT 3.0 computer program
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Fig. 5. The form of the table of rules of the EXPERT 3.0 computer program

Fig. 6. The form of the rule editor of the EXPERT 3.0 computer program
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Fig. 7. The form of visualization of conclusion of the EXPERT 3.0 program

Fig. 8. The form of the backwards inference process of the EXPERT 3.0 computer program
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of the rule; Description of the conclusion of the rule; 
Instructions/recommendations for user after “firing” 
of the rule; Description/source of the rule. Author(-
s); Has the rule already been “fired”? (with items: yes, 
no); CF of the conclusion of the rule at the end of the 
current iteration; Is the rule still taken into account? 
(with items: yes, no); Date of creation of the record.

Record of the table of constants consists of the fol-
lowing columns (fields): ID of the constant (primary 
key); ID of the expert system (foreign key); Name of 
the constant; Kind of the constant (with items: sim-
ple, computational); Type of the constant (with items: 
real, integer, logical); Unit of measure (real and inte-
ger only); Value of the constant (simple only); ID of 
the argument (fact) of the constant (computational 
only); Value of the parameter A of the constant (con-
stant = A*argument+B; computational only); Value of 
the parameter B of the constant (as above); Descrip-
tion of the constant; Instruction how to determine 
value of the constant (simple only); Date of creation 
of the record.

Record of the table of inference trajectories con-
sists of the following columns (fields): ID of the tra-
jectory step (primary key); ID of the expert system 
(foreign key); ID of the rule examined in this trajec-
tory step; Current level of rules in this trajectory step; 
Current number of iteration of the inference pro-
cess; Current direction of the inference process (with 
items: forward, backwards); Has the examined rule 
been “fired” in this trajectory step? (with items: yes, 
no); CF of the conclusion of the “fired” rule in this tra-
jectory step; The examined rule has not been “fired” 
in this trajectory step due to: (with 9 different items); 
Date of creation of the record.

Record of the table of multimedia files consists of 
the following columns (fields): ID of the file (primary 
key); Name of the file (filename and extension); Kind 
of the file (with items: graphic/photo, film); Height/
width of picture/screen of the file ratio; What does 
the file illustrate? (with items: fact, rule); ID of the il-
lustrated fact/rule (foreign key); Description/caption 
of the graphic/photo/film; Date of creation of the re-
cord.

In accordance with the notion of the skeleton ex-
pert system, all tables are entirely programmed, but 
they are, in the distributed version of the system, emp-
ty. This is user’s duty to fill these tables with a suitable 
proper knowledge from certain needed domain. 

The structure of database of the EXPERT 3.0 sys-
tem is presented below in the title form of the com-
puter program (Fig. 3). 

Parameters of facts are presented in the form of ta-
ble of facts (Fig. 4). If determined predefined graphic 
image (in the table of multimedia files) is assigned to 
the value of the determined enumerated fact, it is pos-
sible to create a rule with graphic premises. Conse-
quently, the EXPERT 3.0 system may perform similar 
functions as the SCANKEE skeleton expert system [6]. 
In the EXPERT 3.0 system, multimedia files (graph-
ics, photos and films) may be also used to instruct 
the user, regarding assignment values to introduced 
facts (for example, by measurement), and, particu-
larly, regarding interpretation of conclusions and/or 
undertaking necessary activities (for example repairs, 
overhauls) resulting from the conclusions of the sys-
tem (Fig. 7).

Parameters of rules are presented in the form of 
table of rules (Fig. 5) and in the form of rule editor 

Fig. 9. The form of the main hypothesis falsification of the EXPERT 3.0 computer program
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(Fig. 6). The following rule, taken from the knowledge 
base of technical diagnostics of MKM 33 coal mill, 
working in the 200 MW power unit [4, 5], shown in 
these forms as an active record, may serve as an ex-
ample of syntax of simple rule in the system EXPERT 
3.0 (after translation into English):

IF
[Is maximum envelope of vibration acceleration of 
electric motor bearing No 1 of mill less than level 
D?]=[true] AND [Is sum of envelope of vibration ac-
celeration of electric motor bearing No 1 of mill less 
than level D?]=[true] AND [Root-mean-square value 
of sum of vibration speed of electric motor bearing No 
1 of mill]>[1.1] AND [Root-mean-square value of sum 
of vibration speed of electric motor bearing No 1 of 
mill]<=[2,8] AND [Root-mean- square value of sum of 
vibration acceleration of electric motor bearing No 1 
of mill]>[3] AND [Root-mean-square value of sum of 
vibration acceleration of electric motor bearing No 1 
of mill]<=[7,5]
THEN
[Degree of failure of electric motor bearing No 1 of 
mill]=[Initial failure]                                                      (16)

Premise field of this rule consists of 6 elemen-
tary premises, joined together with conjunction. In 
the syntax of each elementary premise, the name of 
fact, the comparison operator and the reference val-
ue are present. Differently from the other skeleton 
expert systems, in which only illegible identifiers of 
facts occur in the rules, here full name of fact, with 
spaces, Polish diacritical letters and other characters, 
all enclosed in square brackets, are introduced into 
the rule. The rule becomes very readable. The same 
manner refers to the values of the facts, especially 
of enumerated facts. It may seem that generation of 
such a rule, considering necessity of introduction of 
full names of facts, is very arduous. On the contrary, 
this process is very simple, thanks to the rule editor 
built-in into the system. The name of the fact is only 
once introduced into the system (in the table of facts). 
Then, the rule editor copies names of the facts, clicked 
by the user from a list, to the different created rules. 

It is also worth noticing that the logical facts in 
two first elementary premises in the shown above 
exemplary rule are so-called coverings, i.e. certain ag-
gregated parameters computed by foreign computer 
programs, that usually mediate in preparation and 
transmission values of introduced facts into the ex-
pert system. Such an organization considerably has-
tens and facilitates realization of the inference pro-
cess. 

During the inference process, after each “firing” of 
rules, the form of visualization of rule conclusion is 
shown (Fig. 7). Before the backwards or mixed infer-
ence process, the user selects the main hypothesis in 
the form, shown in the Fig. 8. Before the main hypoth-
esis falsification process, the user selects hypothesis 
(hypotheses) that falsify the main hypothesis in the 
form, shown in the Fig. 9.

4. The Applications of the EXPERT 3.0 
Program 

As mentioned above, the program is actually 
principally utilized as a didactic tool in AI domain. 
Using this program, students created already hun-
dreds of knowledge bases from different domains. 

As an industrial application of this program, the 
knowledge base of technical diagnostics of MKM 
33 coal mill, working in a 200 MW power unit, has 
been transferred from old SOCRATES skeleton ex-
pert system [4, 5] and loaded to the EXPERT 3.0 
system. 

Technical diagnostics is a branch of science 
which evolved from the theory of exploitation, cy-
bernetics and reliability. Among the many methods 
of technical diagnostics, the methods of vibration/
acoustic diagnostics have found special applica-
tions in the power plants. These methods are ap-
plicable anywhere in a technological process where 
vibrations and noise occur and where device fail-
ures may be the cause of these vibrations and noise.

The systems of vibration/acoustic diagnostics 
are particularly applicable to machines and rota-
tional devices, such as turbo sets, feed water pumps, 
cooling water pumps, condensation pumps, coal 
mills, flue gas fans, air fans, mill fans and others. 
The computer in such systems processes signals of 
vibration displacement, collected from many sen-
sors, differentiates these signals twice, takes them 
into the Fourier series and calculates amplitudes 
and RMS (root-mean-square) values of individual 
harmonics of vibration speed and acceleration (see 
the exemplary rule (16) above).

On the basis of these parameters, specialists in 
vibration/acoustic diagnostics decide about the 
technical state of a device, and especially about the 
presence and degree of progress of typical device 
failures. The purposes of this diagnostic analysis 
are: a) to lengthen the durability and life of the ma-
terial in the machines; b) to determine principles 
for rational exploitation of the machines; c) to de-
termine the scope of necessary replacement of the 
machines and devices; d) to ensure that damage 
does not reach a point which threatens power unit 
break-downs and the destruction of the machine or 
device; e) to determine the scope of maintenance 
work and its timing and f) to optimize maximum 
elongation of overhaul life. The range of knowledge 
and experience of vibration/acoustic diagnostics is 
already enormous. In order to make this knowledge 
accessible and to utilize it, one must use methods 
of knowledge engineering. Expert systems are es-
pecially applicable here.

The knowledge base of technical diagnostics of 
MKM 33 coal mill consists of above 500 rules and 
300 facts (in this number: 200 introduced facts, 
principally vibration/acoustic parameters). The 
system diagnoses above 50 elementary failures of 
coal mill. The system was utilized in one of the big 
Polish power plant [4, 5].
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5. Conclusions. Recommendations 
Expert systems are important tools in many branch-

es of world/national economy and industry, especially 
as the systems of technical, medical and financial diag-
nostics.

It is recommended to utilize modern computer pro-
grams of expert systems, written and developed in con-
temporary computer languages and RAD computer en-
vironments, as user friendly programs. Such programs 
should utilize computer database, as modern comput-
er science tool, to load parameters of knowledge base.

Expert system should consist of the uncertainty 
management module.

Expert system should make it possible to realize 
the forward, backwards and mixed inference process, 
as well as the main hypothesis falsification process.
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