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APPLICATION OF THE CLONAL SELECTION
ALGORITHM FOR RECONSTRUCTION OF
THE THIRD KIND BOUNDARY CONDITION

Summary. In this paper the inverse heat conduction problem with the
third kind boundary condition is solved by using the Clonal Selection Al-
gorithm (CSA) — the heuristic algorithm imitating the rules of functioning
of immunological system in the mammals bodies. Solution of investigated
problem consists in identifying the unknown heat transfer coefficient and
reconstructing the distribution of state function. To achieve this goal a pro-
cedure based on minimization of the appropriate functional realized by the
aid of CSA algorithm is elaborated.

ZASTOSOWANIE ALGORYTMU SELEKCJI
KLONALNEJ DO ODTWORZENIA WARUNKU
BRZEGOWEGO TRZECIEGO RODZAJU

Streszczenie. Celem niniejszej pracy jest rozwiazanie zadania przewod-
nictwa ciepta z warunkiem brzegowym trzeciego rodzaju przy zastosowaniu
algorytmu selekeji klonalnej (CSA) — algorytmu heurystycznego nasladuja-
cego reguly funkcjonowania uktadu immunologicznego ssakéow. Rozwiaza-
nie badanego zagadnienia polega na identyfikacji nieznanego wspdtczynnika
wnikania ciepla oraz rozktadu funkcji stanu. Aby osiggnaé ten cel opracowa-
na zostala procedura oparta na minimalizacji odpowiedniego funkcjonaltu,
realizowana przy uzyciu algorytmu CSA.
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1. Introduction

The inverse heat conduction problem means a heat conduction problem with
the incomplete mathematical description, consisting in determination of the func-
tion describing the distribution of temperature and reconstruction of some of the
boundary conditions [1,17]. The inverse problem is much more difficult for so-
lving than the direct heat conduction problem in which the initial and boundary
conditions are known, only the temperature needs to be found. However, some
methods for solving the inverse problem are proposed, like for example the bo-
undary elements method [12], mollification method [15], Monte Carlo method [6],
homotopy perturbation method [7], methods applying the wavelets theory [18] or
genetic algorithms [13,21] and others (see for example [4,14,16]). In papers [8-10]
the authors have used the algorithms of swarm intelligence based on the intelligent
behavior of the swarm resulting from the cooperation of many simple individu-
als building the common solution of the problem by finding independently only
a small piece of the solution. The ant and bees algorithms have been used for mi-
nimizing a functional, representing the differences between the known exact and
sought approximate solutions and forming a crucial part of the approach.

In this paper we consider a similar approach, however based on the Clonal Se-
lection Algorithm [2,19]. CSA belongs to the group of immune algorithms basing
on the analogy between functioning of the immune system in the mammals bodies
and the problem of finding the optimal solution of some problem. Goal of the
immune system is the creation of antibodies eliminating the foreign harmful orga-
nisms called antigens. The more similar is the antibody to the antigen, the more
efficiently the antibody works. The measure of the immune algorithm effectiveness
can be minimization of the difference between the pattern (antigen) and antibody.
Therefore in solving an optimization problem the sought optimal solution plays
the role of antigen, whereas the values of objective function in obtained partial
solutions can be considered as the antibodies. The immune algorithms appeared
to be a useful tool for data analysis and for solving the combinatorial optimization
problems as well as technical problems of different kind [3,11,23].

Described algorithm will be applied for solving the inverse heat conduction
problem with boundary condition of the third kind which means for determination
of the temperature distribution and reconstruction of the form of heat transfer
coefficient appearing in the boundary condition of the third kind. Problem of
identifying the heat transfer coefficient was already investigated, for example in
[5,20, 22], however the idea of using CSA for solving this problem is new.
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2. Clonal Selection Algorithm

Clonal Selection Algorithm runs according to the following steps [19].

1. We randomly generate the initial population composed of N vectors. Ele-
ments of the vectors are calculated from the following relation

Tj = Tjto + R (Tjup — Tjio), j=1,...,m, (1)

where z;;, and x; ., denote the lower bound and upper bound, respecti-
vely, of the range of variable z; and R is the random variable of uniform
distribution selected from the range [0, 1].

2. Obtained vectors are sorted with respect to the non-increasing values of
objective function. Position 4,4, of a vector denotes its rating position.

3. Part of the population, composed of ¢- N elements where ¢ < 1 is a parameter
of algorithm, is cloned. It means, for each of ¢ - N solutions some number
of copies N, is produced. Number of copies depends on the rating position
and is expressed by relation

N = V(ZJ i€{l,....[cN]}, (2)

where 3 is the maximal number of copies parameter, %.,q,% describes the
rating position of ith solution and |-| denotes the integer part.

4. Clones are exposed to the process of "maturation”. To each copy the hy-
permutation is applied which consists in random modification of the values
of all the variables. Elements of the vectors of independent variables are
calculated by using the following relation

I; = Zj +p(zj,up*1'j,lo)'G(071)a j=1...,n, (3)

where p is the range of mutation and G(0,1) is the random variable of
Gaussian distribution of mean value equal to 0 and standard deviation equal
to 1.

Range p of mutation is the smaller the better is the adaptation of solution.
Thus, at the beginning of process the maximal range p,,q, of mutation
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should be given and during the process the value of p changes according to

.t
P = Pmazx €XP (P ) ) (4)

tmax

the relation

where ¢ denotes the number of generation, t,,,, describes the maximal num-
ber of generations and p is a mutation parameter of the algorithm.

Range of mutation of the solution placed on the ith rating position depends
on its adaptation, it means on its rating position, and is expressed by formula
fi—kf
Pi=P /> 5

’ fw -k fb ( )
where f;, fp and f,, denote adaptations of the solution placed on the ith
rating position, the best one and the worst one from the set of cloned solu-
tions, respectively, and k is a coefficient denoting the ratio of the hypothetic
adaptation of optimal solution and the adaptation of the best solution in
current generation.

5. After applying the hypermutation, the value of objective function for the
new solution is calculated. If the mutated solution is better than the original
one, it replaces the original one. In consequence, the best one among N

solutions move to the new generation.

6. The other, not cloned part of population, composed of Ny = N —c¢- N
elements, is in each iteration replaced by new, randomly generated solutions.
Thanks to this, not examined yet part of domain can be investigated.

3. Formulation of the problem

We consider the problem described by heat conduction equation of the form

du 0?u
CPE(ZJ) = )‘W(xat)a z €[0,d], t€[0,T] (6)

with the following initial and boundary conditions

u(z,0) = uo, x € 1[0,d], (7)

ou
5-(0.6) =0, te 0,7, (8)
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where c¢ is the specific heat, p denotes the mass density, A is the thermal con-
ductivity and u, t and = refer to the temperature, time and spatial location. On
boundary for z = d the boundary condition of the third kind is assumed

AP 1) = o (uld, 1) o), 1€ (0.7 (9)

where u, describes the temperature of environment and « denotes the heat trans-
fer coefficient, values of which is sought. Another element, which should be found,
is the distribution of temperature u(x,t) in considered domain. If the value a of
heat transfer coefficient is assumed as known, the problem, defined by equations
(6)-(9), becomes the direct heat conduction problem which can be solved by using
one of the known method (for example, the finite difference method). Thus, the
received approximate solution @(x;,t;) in the nodes of mesh depends on this spe-
cifically assumed value of a.

Next, we determine the optimal value of o by minimizing the following func-
tional

m

Pla) = |3 (uld ;) — ii(d, 1)) (10)
j=1
representing the differences between obtained results u and given values % on the
boundary for z = d where the boundary condition is reconstructed. For minimizing
functional (10) the CSA algorithm is used. It is important to realize that each
determination of the value of functional (10) requires to solve the appropriate
direct heat conduction problem.

4. Numerical example

Described approach will be tested by an example in which ¢ = 1000 [J/(kg:
K)], p = 2679 [kg/m?], A = 240 [W/(m- K)], T = 1000s, d = 1m, ug = 1013K
and us, = 298 K. We need to identify the value of heat transfer coefficient, exact
value of which is known: a = 28 [W/(m?- K)]. For constructing functional (10)
we use the exact values of temperature, determined for the given «, and values
noised by the random error of 2% and 5%. The measurement point is located on the
boundary for z = 1 and in the 5% and 10% distance away from this boundary. And
the CSA algorithm is executed for the following values of parameters: number of
individuals in one population N = 10, part of cloned population ¢ = 0.9, maximal
number of copies parameter § = 1.5, maximal range of mutation p,,q.. = 10,
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coeflicient of the mutation range p = —0.2, coefficient of adaptation ratio k = 0.95,
maximal number of generations (number of iterations) t,,4, = 100 and range of
each variable [-500, 500].

Figure 1 presents the distributions of relative error in « reconstruction in de-
pendence on the number of iterations, calculated for the control point located,
respectively, in point x = 1, x = 0.95 or z = 0.9, for input data burdened by
2% error in each case. Similar combination of relative error distributions, but for
5% perturbation of input data, is displayed in Figure 2. Quality of parameter a
reconstruction depends certainly on the location of control point, however, we may
observe that only few iterations of the procedure is needed to receive the recon-
struction of parameter o with the relative error smaller than the input data error.
We may also notice that, although the satisfying approximations can be obtained
quickly, the successive iterations does not improve significantly the results. That
is why the proposed procedure can be used for determining the starting point for
the more traditional numerical method of solving such kind of problems, which
requires a good starting point and maybe will give the possibility to improve the
final results.
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Fig. 1. Distributions of relative error in « reconstruction in dependence on the number
of iterations, calculated for the control point located in point z = 1 (normal
line), x = 0.95 (dashed line) or z = 0.9 (bold line) for input data burdened by
2% error

Rys. 1. Rozkltady btedu wzglednego odtworzenia o w zaleznosci od liczby iteracji, dla
punktu kontrolnego zlokalizowanego w punkcie x = 1 (linia zwykla), z = 0.95
(linia przerywana) i z = 0.9 (linia pogrubiona), dla danych wejSciowych zabu-
rzonych btedem 2%
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Fig. 2. Distributions of relative error in « reconstruction in dependence on the number
of iterations, calculated for the control point located in point z = 1 (normal
line), x = 0.95 (dashed line) or z = 0.9 (bold line) for input data burdened by
5% error

Rys. 2. Rozkltady btedu wzglednego odtworzenia o w zaleznosci od liczby iteracji, dla
punktu kontrolnego zlokalizowanego w punkcie z = 1 (linia zwykla), z = 0.95
(linia przerywana) i z = 0.9 (linia pogrubiona), dla danych wejSciowych zabu-
rzonych btedem 5%

Reconstruction of the temperature distribution even for the worst location of
control point is very good — the calculated values of temperature in the boundary
for x = 1, where the boundary condition is reconstructed, are very close to the
exact values which is showed in Figures 3 and 4. And finally, in Table 1 the absolute
and relative errors of parameter o and temperature u reconstruction, obtained for
various input data errors and various locations of control point, are displayed
which confirm the above conclusions.
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Fig. 3. Distribution of temperature u(x,t) for # = 1 (solid line — exact solution, dashed
line — reconstructed values) obtained for input data noised by 2% error and
control point located in point = 0.9 (a) and error of this reconstruction (b)
Rys. 3. Rozklad temperatury u(z,t) na brzegu = 1 (linia ciagla — wartosci doktadne,

linia przerywana — wartosci odtworzone) dla danych wejsciowych zaburzonych
2% bledem) i punktu kontrolnego zlokalizowanego w punkcie z = 0.9 (a) oraz
btad tego odtworzenia (b)
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Fig. 4. Distribution of temperature u(x,t) for x = 1 (solid line — exact solution, dashed
line — reconstructed values) obtained for input data noised by 5% error and
control point located in point z = 0.9 (a) and error of this reconstruction (b)
Rys. 4. Rozklad temperatury u(z,t) na brzegu = 1 (linia ciagla — wartosci doktadne,

linia przerywana — wartosci odtworzone) dla danych wej$ciowych zaburzonych
5% bledem) i punktu kontrolnego zlokalizowanego w punkcie z = 0.9 (a) oraz
btad tego odtworzenia (b)

5. Conclusions

Aim of this paper was to present the procedure for solving the inverse heat

conduction problem with boundary condition of the third kind. For solving this

problem we needed to identify the heat transfer coefficient and to reconstruct
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Table 1

Absolute and relative errors of parameter o and temperature u reconstruction

|« | noise [%] | Aa [%] 5o [K] Ay %] . [K] |

0 717x1075 201 x107° 191x107% 1.82x107°
1 2 0.257 0.072 0.007 0.065
5 0.062 0.018 0.002 0.016

0 543 x107° 1.52x107° 1.45x107% 1.38x107°
0.95 2 0.435 0.122 0.012 0.11
5 1.347 0.377 0.036 0.343

0 2.16 x 107% 6.05x 1076 577x107% 5.50x 107°
0.90 2 1.579 0.324 0.031 0.294
5 3.869 1.083 0.103 0.983

the temperature distribution in considered region. Proposed approach consisted
in computing the solutions of associated direct problems for given values of sought
coefficient and determining its optimal value by comparing obtained solutions with
the known exact solution. For minimizing functional expressing differences between
approximate and exact solutions the Clonal Selection Algorithm was used.

Summing up, the proposed approach constitutes the effective tool, with re-
spect to the velocity of working and the precision of obtained results, for solving
inverse problems of considered kind. In each investigated case of input data the re-
construction errors, in « reconstruction as well as in temperature reconstruction,
were smaller than the input data perturbations and the numbers of iterations
needed for receiving the satisfying results were relatively small which makes the
procedure useful and efficient.
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Omoéwienie

Celem niniejszej pracy jest prezentacja procedury wykorzystywanej do roz-
wigzania odwrotnego zagadnienia przewodnictwa ciepta z warunkiem brzegowym
trzeciego rodzaju. Rozwiazanie badanego zagadnienia polega na odtworzeniu war-
tosci wspotezynnika wnikania ciepta oraz rozkladu temperatury w rozwazanym
obszarze. Proponowane w pracy podejScie to rozwiazanie bezposrednich zagad-
nien przewodnictwa ciepta dla ustalonych wartosci szukanego wspotczynnika i wy-
znaczenie jego optymalnej wartosci poprzez poréwnywanie uzyskanych przyblizo-
nych rozkladéw temperatury z zadanym temperaturami w punktach pomiarowych.
Do minimalizacji funkcjonalu wyrazajacego te réznice wykorzystany zostal algo-
rytm selekcji klonalnej.

Podsumowujac, proponowane podejécie stanowi efektywne narzedzie, pod
wzgledem szybkosci dzialania i dokladnosci uzyskanych wynikéw, do rozwiazy-
wania zagadnien odwrotnych rozwazanego typu. W kazdym badanym przypadku
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danych wejsciowych uzyskane bledy odtworzen, zaréwno dla odtwarzanego para-
metru «, jak i odtwarzanej temperatury, sa mniejsze niz zaburzenia danych wej-
$ciowych, a liczba iteracji potrzebna do uzyskania satysfakcjonujacych wynikéw
jest stosunkowo mata, co czyni zaproponowana procedure wygodna i efektywna.



