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1. Introduction 

Many real technical systems belong to the class of 
complex systems. First of all, it is concerned with the 
large numbers of components and subsystems they 
are built and with their operating complexity. 
Modeling of the complicated system operation 
processes is difficult because of the large number of 
the operation states, impossibility of their precise 
defining and because of the impossibility of the exact 
describing the transitions between these states. The 
changes of the operation states of the system 
operations processes cause the changes of these 
systems reliability structures and also the changes of 
their components reliability functions. The general 
semi-markovian model of the complex technical 
systems operation processes is proposed in [13]-[14]. 
The reliability models of various multistate complex 
systems are considered in [10]-[12]. The general 
joint models linking these system reliability models 
with the model of their operation processes, allowing 
us for the reliability and safety analysis of the 
complex technical systems in variable operations 
conditions, are constructed in [16], [17], [20]-[23].  
To be able to apply these general models practically 
in the evaluation and prediction the reliability and 
safety of real complex technical systems it is 
necessary to elaborate the statistical methods 
concerned with determining the unknown parameters 

of the proposed models. Namely,  the probabilities of 
the initials system operation states, the probabilities 
of transitions between the system operation states 
and the unknown parameters of distributions of the 
sojourn times of the system operation process in the 
particular operation states and also the unknown 
parameters of the conditional multistate reliability 
and safety functions of the system components in 
various operation states should be identified. It is 
also necessary the elaborating the methods of testing 
the hypotheses concerned with the conditional 
sojourn times of the system operation process in 
particular operation states.  
 
2. Experimental statistical data uniformity 
analysis 

We consider test λ  based on Kolmogorov-Smirnov 
theorem [3] that can be used for testing whether two 
independent samples of realizations of the 
conditional sojourn times ,blθ },,...,2,1{, vlb ∈  ,lb ≠  

in particular operation states of the system operation 
process are drawn from the population with the same 
distribution. 
We assume that we have two independent samples of 
non-decreasing ordered realizations  
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and  
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of the sojourn times 1
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their corresponding empirical distribution functions.  
Then, according to Smirnov theorem, the sequence 
of distribution functions given by the  equation 
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is convergent. as ,∞→n  to the limit distribution 
function  
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The distribution function )(λQ  given by (8) is called 

λ distribution and its Tables of values are available.  
It means that for sufficiently large 1n  and 2n  we 
may use the following approximate formula  
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Hence it follows that if we define the statistic   
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where 

21nnD  is defined by (6), then by (4) and (7) we 

have  
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This result means that in order to formulate and next 
to verify the hypothesis that the samples of the 
realizations the system conditional sojourn times 1

blθ  

and 2
blθ , },,...,2,1{, vlb ∈ ,lb ≠  at the operation state 

bz  when the next transition is to the operation state 

lz  are coming from the population with the same 
distribution, it is necessary to proceed according to 
the following scheme: 
- to fix the numbers of realizations 1bln  and 2

bln   in 
the samples,   

- to collect the realizations (1) and (2) of the 
conditional sojourn times 1

blθ  and  2
blθ  of the 

system operation process in the samples,  
- to find the realization of the empirical distribution 

functions )(1 tH bl  and )(2 tH bl  defined by (3) and 
(4) respectively, in the following forms: 
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and 
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less than its realization ,2k
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- to formulate the null hypothesis 0H  and the 

alternative hypothesis AH  the following form:  

:0H  The samples of realizations (1) and (2) are 
coming from the populations with the same 
distributions, 

:AH  The samples of realizations (1) and (2) are 
coming from the populations with different 
distributions; 
- to fix the significance level α , 

- to read from the Tables of λ  distribution the 
value 0λ=u  such that the following equality 
holds 

 
   =< )( uUP n )(uQ ,1)( 0 αλ −== Q                    (18) 
 
-  to determine the critical domain in the form of 

the interval ),( +∞u  and the acceptance domain in 
the form of the interval ,,0 >< u  

 

 
u= 0λ     

  Critical domain α  

  
 

t   

  

α−1  

 
Figure 1. The graphical interpretation of the critical 

domain and the acceptance domain for the two-
sample Smirnov-Kolmogorov test. 

 
- to calculate the realization of the statistic nU   

defined by (10) according to the formula                                                                                                                          
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- to compare the obtained value nu  of the 

realization of the statistics nU  with the read from 

the Tables critical value 0λ=u  and we verify 

previously formulated the null hypothesis 0H  in 
the following way:  
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if the value nu  does not belong to the critical 

domain, i.e. when ,uun ≤ then we do not reject the 

hypothesis 0H , otherwise if the value nu  belongs to 

the critical domain, i.e. when ,uun >  then we reject 

the hypothesis 0H .  
 
3. The ferry operation process uniformity 
analysis 

We consider a passenger ro-ro ship operating in 
Baltic Sea between the Gdynia port in Poland and the 
Karlskrona port in Sweden according to a regular 
everyday timetable. Taking into account the 
operation process of the considered ferry we 
distinguish the following as its eighteen operation 
states:  
− an operation state −1z loading at Gdynia Port,  
− an operation state −2z unmooring operations at 

Gdynia Port, 
− an operation state −3z leaving Gdynia Port and 

navigation to “GD” buoy,  
− an operation state −4z navigation at restricted 

waters from “GD” buoy to the end of Traffic 
Separation Scheme, 

− an operation state −5z navigation at open waters 
from the end of Traffic Separation Scheme to 
“Angoring” buoy, 

− an operation state −6z navigation at restricted 
waters from “Angoring” buoy to “Verko” Berth at 
Karlskrona, 

− an operation state −7z mooring operations at 
Karlskrona Port, 

− an operation state −8z unloading at Karlskrona 
Port, 

− an operation state −9z loading at Karlskrona Port,  
− an operation state −10z unmooring operations at 

Karlskrona Port, 
− an operation state −11z ferry turning at Karlskrona 

Port,  
− an operation state −12z leaving Karlskrona Port 

and navigation at restricted waters to “Angoring” 
buoy, 

− an operation state −13z navigation at open waters 
from “Angoring” buoy to the entering Traffic 
Separation Scheme, 

− an operation state −14z navigation at restricted 
waters from the entering Traffic Separation 
Scheme to “GD” buoy, 

− an operation state −15z navigation from “GD” 
buoy to turning area, 

− an operation state −16z ferry turning at Gdynia 
Port,  

− an operation state −17z mooring operations at 
Gdynia Port, 

− an operation state −18z unloading at Gdynia Port. 
The ferry operation process is very regular in the 
sense that the operation state changes are from the 
particular state ,bz  ,17,...,2,1=b  to the neighboring 

state ,1+bz  ,17,...,2,1=b  and from 18z  to 1z  only. 

We will apply two-sample Smirnov-Kolmogorov test 
described in a previous section to verify the 
hypotheses that spring and winter data sets consisted 
of the ferry conditional sojourn times ,1+bbθ  

,17,...,2,1=b  in particular operation states ,bz  
,17,...,2,1=b  to the neighboring operation state ,1+bz  
,17,...,2,1=b  and the ferry conditional sojourn time 

118θ  from the operation state 18z  to the operation 

state 1z are from the populations with the same 
distribution. 
The procedure of testing the uniformity for data 
given in the Appendix 5A in Tables A1-A4 [3] for 
spring and in Tables 5-8 [3] for winter  suggested in 
a previous section in particular operation states is 
exemplary illustrated for the realizations of the ferry 
conditional sojourn time .12θ  
For spring data, given in the Appendix 5A in Tables 
1-4, [3] the conditional sojourn time 1

12θ  has the 
empirical distribution function 
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whereas for winter data given in the Appendix 5A in 
Tables 5-8 [3] , the conditional sojourn time 212θ   has 
the empirical distribution function   
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The null hypothesis is  

:0H  The winter and spring realizations of the ferry 

conditional sojourn times 1
12θ  and 2

12θ  are from the 
population with the same distribution. 
To verify this hypothesis we will use the two-sample 
Smirnov-Kolmogorov test λ  at the significance level 

.05.0=α  From the table of the λ  distribution for 
the significance level 05.0=α  we get the critical 
value .36.10 ≅= uλ  Using the above empirical 
distributions we form a common Table composed of 
all their values. In the Table 1, kt  are taken together 

all realizations ,1
12

kθ  ,42,...,2,1=k  and  ,2
12

kθ  

,40,...,2,1=k  of the conditional sojourn times 112θ  
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and 2
12θ  i.e. they represent all discontinuity points of 

the empirical distribution function )(1
12 tH  and 

)(2
12 tH  were they have jump in their values )(1

12 ktH  

and )(2
12 ktH  respectively. 

 
Table 1.  

=kt  
k2

12
1
12 θθ ∨   

)(1
12 ktH  )(2

12 ktH  
)()( 2

12
1
12 kk tHtH −  

12 0 0 0 
15 0 1/40 0.025 
18 1/42 3/40 0.051 
19 1/42 4/40 0.076 
20 1/42 5/40 0.101 
25 2/42 6/40 0.102 
33 3/42 7/40 0.104 
34 4/42 9/40 0.129 
35 4/42 10/40 0.156 
36 5/42 10/40 0.131 
37 5/42 11/40 0.156 
40 6/42 14/40 0.207 
41 8/42 15/40 0.185 
43 8/42 16/40 0.209 
44 9/42 16/40 0.186 
45 13/42 17/40 0.115 
46 14/42 17/40 0.092 
47 15/42 18/40 0.093 
48 17/42 18/40 0.045 
50 17/42 20/40 0.095 
52 18/42 21/40 0.096 
53 19/42 21/40 0.073 
55 21/42 22/40 0.05 
57 22/42 23/40 0.051 
58 23/42 24/40 0.052 
59 24/42 24/40 0.029 
60 26/42 25/40 0.006 
61 27/42 24/40 0.032 
62 29/42 28/40 0.009 
63 30/42 29/40 0.011 
65 32/42 30/40 0.012 
67 33/42 34/40 0.064 
68 34/42 35/40 0.065 
69 35/42 35/40 0.042 
71 35/42 36/40 0.067 
72 36/42 36/40 0.043 
75 38/42 36/40 0.005 
78 39/42 38/40 0.021 
80 40/42 38/40 0.002 
84 40/42 39/40 0.023 
90 41/42 39/40 0.001 
97 41/42 1 0.024 

>97 1 1 0 
 

Next, according to (20)-(22), from Table 1, we get 
 

    209.0)()(max 2
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1
124042 ≅−= kk
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and  according to (23) 
 

   48.20
4042

4042
12 =

+
⋅=n . 

 
Thus, the realization nu  of  the statistics (19) is  
 

   946.048.20209.0124042 ≅== ndun . 

 
Since 
  
   ,36.1946.0 =<≅ uun   
 
then we do not have arguments to reject the null 
hypothesis .0H   

After proceeding in an analogous way with data in 
the remaining operation states we obtained the same 
results, i.e., the conclusions that the sprig data sets 
and the winter data sets are coming from the 
populations with the identical distributions. 
Consequently, we may join spring and winter 
statistical data into one common more extensive set 
of data and analyze them without differing the 
seasons they are coming.      
 
4. Statistical identification of the ferry 
operation process on the basis of spring and 
winter data 

From the joined statistical data of the ferry operation 
process that has been collected during spring and 
winter given in the Appendix 5A in Tables 1-8[3], on 
the basis of methods and procedures given in [13], 
the following basic operation process statistical 
parameters are fixed:    
 
- the number of the ferry operation process states  
 

18=ν , 
 
- the ferry operation process observation/experiment 
time  
 
Θ = 82 days, 
 
- the number of the ferry operation process 
realizations  
 
   =)0(n  82, 
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- the numbers )0(bn  of the ferry operation process 

transients in the particular operation states bz  at the 
initial moment t = 0 
 
   =)0(1n 82, =)0(2n 0, …, =)0(18n 0, 
 
where   
 
   +)0(1n +)0(2n . . . . + 82)0( =νn , 
 
- the vector of realizations of the numbers of the 
ferry operation process transients in the particular 
operation states bz  at the initial moment t = 0 
 
   == )]0(),...,0(),0([)]0([ 21 νnnnnb ]0,...,0,82[ , 
 
- the realization bln  of the numbers of the ferry 

operation process transitions from the state bz  into 

the state lz  during the experiment time 82=Θ  days 
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   82181 =n , 0182 =n , 0183 =n , …, 01817 =n , 01818 =n , 
 
- the matrix of realizations bln  of the numbers of the 

ferry operation process transitions from the state bz  

into the state lz  during the experiment time 82=Θ  
days 
  

   [ bln ] =  

    

=

























1818182181

1718172171

2182221

1181211

...

...

...

...

...

nnn

nnn

nnn

nnn























00...0082

820...000

...

00...8200

00...0820

, 

 
- the realization bn  of the total numbers of the ferry 
operation process transitions from the operation state 

bz  during the experiment time 82=Θ  days (the 

sums of the numbers of the matrix ][ bln ) 
 

   11812111 ... nnnn +++=  = 82,  
 
   21822212 ... nnnn +++= = 82,  
   
 . . . 
 
   181818218118 ... nnnn +++=  = 82,  
 
- the matrix of realizations of the total numbers of the 
ferry operation process transitions from the operation 
state bz  during the experiment time 82=Θ  days 
 

== ],...,,[][ 21 νnnnnb ].82,...,82,82[  
 
On the basis of the above statistical data it is possible 
to evaluate the basic parameters of the ferry 
operation process semi-markovian model: 
 
- the vector of realizations  
 

   ]0,0.,..0,0,1[)]0([ =p , 
 
of the initial probabilities )0(bp , ,18,...,2,1=b  (1) 
[13] of the ferry operation process transients in the 
particular operation states bz  at the moment t = 0  
 
- the matrix of realizations  
 

   ,

00...001

10...000

...

00...100

00...010

][























=blp                                                                                                                           

 
of the transition probabilities blp , ,18,...,2,1, =lb  (2) 
[13] of the ferry operation process from the operation 
state bz  into the operation state lz  during the 
experiment time 82=Θ  days. 
In the Tables 1-8, [13] there are presented the 
realizations k

blθ , ,82,...,2,1=k  for each ,17,...,2,1=b  
1+= bl  and ,18=b  1=l  of the ship operation 

process conditional sojourn times ,blθ  ,17,...,2,1=b  

1+= bl  and ,18=b  1=l  in the state bz  while the 

next transition is the state lz  during the experiment 
time 82=Θ  days. 
These statistical data allow us, applying the methods 
and procedures given in [13], to formulate and to 
verify the hypotheses about the conditional 
distribution functions )(tH bl  of the ferry operation 

process sojourn times ,blθ  ,17,...,2,1=b  1+= bl  
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and ,18=b  1=l  in the state bz  while the next 

transition is to the state lz  on the base of their 

realizations  j
blθ , 82,...,2,1=j . 

Using the methods and procedures given in [3], we 
may verify the hypotheses on the distributions of the 
sojourn times and we have the following results: 
-  the conditional sojourn time 12θ  has a normal 
distribution with the density function    
      

   =)(12 th ],
563.666

)415.51(
exp[

2256.18

1 2−− t

π
  

 
   ),,( ∞−∞∈t  
 
-  the conditional sojourn time 23θ  has a distribution 
with not identified yet density function (the 
distribution is none of the distinguished in [13] 
distributions),  
 
-  the conditional sojourn time 34θ  has a Weibull’s 
distribution with the density function    
       

   =)(34 th








≥−−
−

<

,69.25],)69.25(086.0exp[

)69.25(299.0

,69.25,0

485.3

485.2

tt

t

t

 

 
-  the conditional sojourn time 45θ  has a distribution 
with not identified yet density function (the 
distribution is none of the distinguished in [13] 
distributions),  
       
-  the conditional sojourn time 56θ  has a distribution 
with not identified yet density function (the 
distribution is none of the distinguished in [13] 
distributions),   
 
-  the conditional sojourn time 67θ  has a normal 
distribution with the density function          
 

   =)(67 th ],
636.12

)268.37(
exp[

2514.2

1 2−− t

π
   

   
   ),,( ∞−∞∈t                                                       
 
-  the conditional sojourn time 78θ  has a Weibull’s 
distribution with the density function          
 

   =)(78 th








≥−−
−

<

,31.2],)31.2(1979.0exp[

)31.2(537.0

,31.2,0

715.2

715.1

tt

t

t

                 

                               
-  the conditional sojourn time 89θ  has a normal 
distribution with the density function   
       

   =)(89 th ],
44.152

)19(
exp[

273.8

1 2−− t

π
 ),,( ∞−∞∈t                     

                                                              
-  the conditional sojourn time 910θ  has a Weibull’s 
distribution with the density function          
   

   =)(910 th








≥−−
−

<

,25.3],)25.3(0204.0exp[

)25.3(047.0

,25.3,0

319.2

319.1

tt

t

t

 

 
- the conditional sojourn time 1011θ  has a exponential 
distribution with the density function    
       

   =)(1011 th




>−−
≤

,69.1)],69.1(3534.0exp[3534.0

,69.1,0

tt

t
 

 
- the conditional sojourn time 1112θ  has a chimney 
distribution with the density function       

 

   =)(1112 th














>
<≤
<≤
<≤
<

,19.6,0

,19.64.31   ,1756.0

,31.494.3,6585.1

,94.381.2    ,0434.0

,81.2,0

t

t

t

t

t

 

    
- the conditional sojourn time 1213θ  has a Weibull’s 
distribution with the density function     
     

   =)(1213 th








≥−−
−

<

,19],)19(146.0exp[

)19(344.0

,19,0

364.2

364.1

tt

t

t

 

 
- the conditional sojourn time 1314θ  has a chimney 
distribution with the density function    
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   =)(1314 th














≥
<≤
<≤
<≤

<

,5.605,0

,5.6055.521,0033.0

,5.5215.479,0151.0

,5.4795.416,0014.0

,5.416,0

t

t

t

t

t

 

 
-  the conditional sojourn time 1415θ  has a  Weibull’s 
distribution with the density function   
    

    =)(1415 th  








≥−−
−

<

,38],)38(067.0exp[

)38(1466.0

,38,0

181.2

181.1

tt

t

t

   

   
- the conditional sojourn time 1516θ  has a chimney 
distribution with the density function    
       

   =)(1516 th














≥
<≤
<≤
<≤
<

,06.47,0

,06.4744.36,0034.0

,44.3619.32,1836.0

,19.3294.27,043.0

,94.27,0

t

t

t

t

t

 

 
- the conditional sojourn time 1617θ  has a distribution 

with not identified yet density function (the 
distribution is none of the distinguished in [13] 
distributions),     
                       
- the conditional sojourn time 1718θ  has a distribution 
with not identified yet density function (the 
distribution is none of the distinguished in [13] 
distributions),    
 
- the conditional sojourn time 181θ  has a  Weibull’s 
distribution with the density function    
  

   =)(181 th




≥−
<

.0],049.0exp[93.0

,0,0
884.1884.0 ttt

t
 

 
Next, for the above distributions, the mean values 

],[ blbl EM θ= ,18,...,2,1, =lb  ,lb ≠  (11) [13] of the 
ferry operation process conditional sojourn times in 
particular operation states may be determined and 
they are as follows: 
 
   ,415.5112 =M  ,176.3634 =M  ,268.3767 =M   
 
   ,807.678 =M  ,1989 =M  ,614.46910 =M   
 

   ,829.21011 =M  ,459.41112 =M  ,091.251213 =M   
 
   ,689.5131314 =M ,182.511415 =M  ,807.331516 =M   
 
   .039.18181 =M  
 
In the remaining cases the mean values ][ blbl EM θ=  
after successful uniformity testing their approximate 
values are:   
 
   533.223 =M , ,393.5245 =M  ,188.53056 =M   
 
   ,448.41617 =M  .473.51718 =M  
 
5. Conclusion 

The procedure of statistical data sets uniformity 
analysis based on Kolmogorov-Smirnov test is 
proposed to be applied to the empirical sojourn times 
coming from the operation processes of complex 
technical systems. The proposed procedure is 
practically applied to the analysis and uniformity 
testing of the maritime ferry spring and winter sets of 
realizations of the sojourn times in particular 
operation states. Next, after successful uniformity 
testing, the spring and winter data coming from the 
ferry operation process were joined into common 
data sets and the identification of the this process 
parameters was performed.   
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