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RECURSIVE PARTITIONING APPLICATION IN THE ASSESSMENT OF THE CLIMATIC 

CONDITIONS IMPACT OF NON- CO2 GHGS ON AGRICULTURAL EMISSIONS 
 

Summary 
 

Agricultural practices contribute to emissions of the greenhouse gases (GHGs) such a methan (CH4) and nitrous oxide 
(N2O). Their estimated share from agricultural sources is assessed at around 50% of CH4 and 60% of N2O emissions. The 
efforts made by the agricultural sector aim to limit and reduce emissions. Due to their significant share, all the complemen-
tary knowledge information concerning their reduction are highly precious. The paper proposes the use of neural modeling 
techniques and the summary of results by modeling based on a decision tree (Recursive Partitioning) to estimate the levels 
of methane and nitrous oxide emissions from agriculture under varying weather conditions in Poland. The obtained results 
support the hypothesis that neural model describing the effect of meteorological conditions on the CH4and N2O emissions is 
an appropriate tool for the assessment of the projected emission level. 
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ZASTOSOWANIE METODY RECURSIVE PARTITIONING W OCENIE WPŁYWU 
WARUNKÓW KLIMATYCZNYCH NA ROLNICZE EMISJE GAZÓW CIEPLARNIANYCH 

INNYCH NIŻ CO2 
 

Streszczenie 
 

Praktyki rolnicze przyczyniają się do emisji gazów cieplarnianych (GGC), takich jak metan (CH4) i podtlenku azotu (N2O). 
Ich szacunkowy udział ze źródeł rolniczych oceniany jest na około 50% emisji CH4 i 60% emisji N2O. Wysiłki podejmowane 
przez sektor rolny mają na celu ograniczenie i redukcję ich emisji. Ze względu na ich znaczący udział, wszelkie informacje 
dopełniające wiedzę na temat możliwości ich redukcji są niezwykle cenne. W pracy zaproponowano wykorzystanie technik 
neuronowego modelowania oraz posumowania wyników z wykorzystaniem modelowania w oparciu o drzewo decyzyjne 
(Recursive Partitioning) do estymacji poziomu metanu i podtlenku azotu emitowanych z rolnictwa przy zmiennych warun-
kach meteorologicznych w Polsce. Uzyskane wyniki badań potwierdzają hipotezę, że model neuronowy, opisujący wpływ 
warunków meteorologicznych na emisję CH4 i N2O, jest właściwym instrumentem dla dokonania oceny prognozowania po-
ziomu tej emisji. 
Słowa kluczowe: gazy cieplarniane, CH4, N2O, modelowanie, sieci neuronowe, drzewa decyzyjne, warunki meteorologiczne 
 
 
1. Introduction  
 
 Agricultural practices contribute to emissions of the 
greenhouse gases methane (CH4) and nitrous oxide (N2O). 
According to the United Nations Framework Convention on 
Climate Change (UNFCCC) and Kyoto Protocol under it, 
industrial countries have to estimate their greenhouse gas 
emissions annually, and assess the uncertainties in these 
estimates. N2O and CH4 are potent greenhouse gases with 
relative global warming potentials of 310 and 21 times 
those of carbon dioxide (CO2) on a mole per mole basis 
[10, 26]. 
 

 The calculations prove that the IPCC, CH4 and N2O 
from agricultural sources make up about 50% and near 60% 
of total anthropogenic emissions, appropriately [11] with a 
broad variety of uncertainty in the estimates of both the ag-
ricultural contribution and the anthropogenic total.  
 

 Annual non-CO2 emissions from agriculture are ex-
pected to increase in the coming decades because of food 
demands and shift in diet [20]. 
 It is expected that agricultural N2O emissions will in-
crease by 50% by 2020 due to increased use of nitrogen fer-
tilizers and enhanced animal manure production (relative to 
1990) [6]. 

 If the increase of the number of livestock will continue, 
the CH4 emissions will increase proportionally as projected 
at around 60% by 2030 [13, 28]. 
 Therefore, it is so important to reduce emissions of 
greenhouse gases from agricultural sources. The global 
technical mitigation potential from agriculture by 2030, 
considering all gases was estimated to approximately 4,500 
[3] to 5,500-6,000 Mt CO2 –eq/yr [20].  
 The mitigation of GHG emissions in agriculture is char-
acterized by a range of options. Improved crop and grazing 
land management are among the most prominent choices 
(such as improved agronomic practices, nutrient use, till-
age, and residue management), as well as restoration of or-
ganic soils that are drained for crop production and restora-
tion of degraded lands. A significant, but a bit lower mitiga-
tion is also possible with improved water and rice manage-
ment, set-asides, land use change (e.g., transformation of 
cropland to grassland) and agro-forestry; as well as im-
proved livestock and manure management. 
 Among the factors which have an impact on the amount 
of greenhouse gas emissions generated by animals, among 
others are: the species, the type of fodder, the kind of breed-
ing and the environmental conditions [18]. 
 Some studies, carried out in a narrow area of selected 
aspects suggest that the weather conditions, especially tem-
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perature and precipitation, may affect the size of the re-
leased CH4 and N2O emissions [21].  
 In other studies a noticeable effect of both tillage prac-
tices and weather on the amount of released greenhouse 
gases was seen [1]. 
 Obligations that Poland has taken by joining the ranks 
of the European Union, prompt to the necessity to seek new 
complementary knowledge information in the reduction of 
GHGs emissions, in various sectors of the economy. Food 
safety is a significant issue, but its activities have important 
effects on the environment quality. 
 Efforts undertaken by the agricultural sector aim at the 
limit and reduction of non-CO2 greenhouse gas emissions. 
In this context, taking new exertions to obtain complemen-
tary knowledge information about the mechanisms/ condi-
tions affecting the quantity of emissions released, seem to 
be very reasonable. 
 
2. The aim of the study 
 
 Aim of the study is to assess the impact of meteorologi-
cal conditions on the rate of the non-CO2 greenhouse gases 
released from agriculture. The paper assumed that the use 
of neural network modelling techniques to estimate emis-
sions and modelling using Recursive Partitioning classifica-
tion tree are appropriate instruments. 
 
3. Methodology research 
 
 The input material for agricultural emissions were data 
coming from international statistics database of the 
UNFCCC [31] and the meteorological conditions derived 
from the IMGW (Institute of Meteorology and Water Man-
agement) in Warsaw. Meteorological data came from moni-
toring stations deployed throughout the country (Gdynia, 
Legionowo, Warszawa-Bielany, Radzyń, Jarczew, Puławy, 
Kołobrzeg, Łeba, Piła, Toruń, Mikołajki, Gorzów Wielko-
polski, Koło, Legnica, Wieluń, Łódź - Lublinek, Sulejów, 
Włodawa, Jelenia Góra, Śnieżka, Kłodzko, Bielsko-Biała - 
Aleksandrowice, Zakopane, Kasprowy Wierch, Olesko). 
 
 The analysis includes the average annual of the follow-
ing parameters: temperature, precipitation, insolation, hu-
midity and wind velocity. The study period accepted for the 
analysis is dictated by number of available data. UNFCCC 
database records cover a period of 20 years of greenhouse 
gas emissions, therefore, such a period was adopted for the 
study. Due to the relatively small amount of data was de-
cided to choose Bayesian networks, which can be safely 
used for a limited range of training data [16]. The study was 
conducted using a Flexible Bayesian Models on Neural 
Networks, Gaussian Processes, and Mixtures.  
 These networks are increasingly and successfully used 
in a wide spectrum of sciences being currently of great in-
terest to the world of science and indicating credibility and 
trust that are put in them [4, 5, 7, 14, 19, 24, 29].  
 Flexible Bayesian regression models are the base of 
Flexible Network Bayesian Neural Networks and multi-
layer perceptron neural networks or Gaussian processes are 
the basis for classification applications. The Markov chain 
Monte Carlo method is used in the network (MCMC). Mar-
kov chain sampling is supported by software modules 
which are included in the distribution, and can be useful in 
other applications. Bayesian networks make use of complex 

neural network models without concern for "overfitting" 
that can occur with traditional methods of learning neural 
networks. 
 Bayesian network learning methods provoked contro-
versy for decades [15]. In recent years they are in a position 
of great trust [25]. 
 The basic Bayesian model has two levels of specifica-
tion reliability function 
 

O |θ ~ f(O θ)             (1) 
 

and a priori specification 
 

θ ~ π(θ)              (2) 
where O i θ can be vectors. 
 
 In the simplest Bayesian analysis it is assumed that π is 
known and after a transformation with the function of the 
credibility, the distribution a posterior θ can be presented in 
a form: 
 

      (3) 
 

where the integration results in the denominator m (O) is 
the boundary density of the data set O. 
 This equation is a general form of Bayes' theorem, 
where the knowledge about the experimental data (repre-
sented by the credibility function f) with a priori opinion 
(expressed by π distribution) are linked, to form a probabil-
ity distribution a posteriori (determined by p). Taking into 
account the boundary distribution pattern assumes an ab-
breviated formula: 
 
p (θ |O) = f(O |θ) π(θ)          (4) 
 
specifying that the a posteriori distribution is proportional 
to the product of the credibility function and the a priori 
distribution [24, 29]. 
 All the variables are subjected to modelling random var-
iables, size, parameters and probability distributions, and 
the inference is carried out by constructing a posteriori 
probability distribution for observed and unobserved vol-
ume of interest on the basis of the observed sample given in 
the information as well as a priori assumptions.  
 
 In standard neural network techniques, the average pre-
dictions for specific and desirable complexity of the model 
are strict and often in terms of computational time-
consuming and labor intensive. [2]. In the case of the Bayesi-
an approach the solution of this issue is more natural and log-
ical. The unknown level of complexity is determined by de-
fining the so-called uninformed a priori assumptions for the 
hyperparameters which define the model complexity. The 
obtained model predictions are averaged and weighted 
against all elements of its complexity through probabilities 
distribution a posteriori assigned with a sample of taken in-
formation. Such a model also allows for existing a various 
complexity of its different parts by grouping network pa-
rameters which are interchangeable and have the same role 
in the model and common hyperparameters [12]. 
 Summaries of prediction results were performed on the 
basis of a Recursive partitioning decision tree . The algo-
rithm was created in an software environment R v. 2.10.0, 
implemented in rpart package (Fig. 1) and the result is a 
graph in the form of a classification tree. 
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Fig. 1. Loading a data set with a function call rpart in an R programme 
Rys. 1. Wczytanie zbioru danych wraz z wywołaniem funkcji rpart w środowisku R 
 
 Recursive partitioning methods are popular and widely 
used tools for nonparametric regression and classification in 
many scientific fields [8, 22, 23]. The applications of these 
methods are far reaching. [9]. It produces a classification 
tree in which subjects are assigned to mutually exclusive 
subsets according to a set of predictor variables [17]. The 
basic steps of a proposed algorithm for model-based recur-
sive partitioning are: (1) adapt a parametric model to a da-
taset; (2) check for parameter instability over a set of parti-
tioning variables; (3) if there is some overall parameter in-
stability, divide the model with respect to the variable asso-
ciated with the highest instability; (4) recur the procedure in 
each of the daughter nodes. 
 The statistics of the analyzed parameters are presented 
in Table 1. 
 
4. Results and discussion  
 
 Neural analysis was carried out using a Flexible Bayesi-
an Models on Neural Networks, Gaussian Processes, and 
Mixtures [Neal 2000], working on Unix/Linux. In a carried 

prediction, for parameters with varying meteorological 
conditions, expected CH4 and N2O emissions were pro-
posed. Two separate series of tests for CH4 and N2O emis-
sions were performed. 
 Selected basic numerical and graphical quality parame-
ters of learning the network, among others the so called re-
coil index and the trajectory graph of the control values, 
called hyperparameters weight, provide the correct and op-
timal process or learning network. The results of learning 
neural network, for example one of the cases, shown in 
Figure 2, coefficient obtained at the level 0.412, ie within 
the limits of variation from 0.2 to 0.8, and relatively parallel 
trajectories hyperparameters weight, can attest to achieve a 
balance in the impulses flow through the network, thereby 
the reliability of prediction (the details of neural analysis – 
see: [16]. 
 In neural prediction a number of combinations were as-
sumed. Due to the fact of the scale of the obtained results, a 
classification tree was used to make it possible to summa-
rize them. The most important results of the analysis of Re-
cursive Partitioning are illustrated in Figures 3 and 4. 

 
 
Table 1. Statistical description of the variables; own calculations 
Tabela 2. Statystyczny opis zmiennych; obliczenia własne 
 

Variable  Min Mean  Median Standard  
deviation  Max 

Insolation 4.208997 4.642357 4.62649 0.247395 5.186883 
Humidity 72.50437 78.59785 78.9366 2.086107 81.08531 
Temperature 6.367188 8.217917 8.154119 0.702875 9.277188 
Precipitation 460.3013 563.8837 560.5312 63.67116 730.324 
Velocity of wind 2.794965 3.032104 3.016181 0.167204 3.397708 

 
The analyzed variables are listed in a form of percentiles (Table 2). 
 
Table 2. Percentiles values for attributes; own calculations  
Tabela 2. Wartości percentyli atrybutów; obliczenia własne 
 

Percentiles Insolation, h Humidity, % Temperature, °C Precipitation, mm Velocity of wind, m/s 
10% 4.3499 77.45447 7.515278 500.3414 2.808767 
20% 4.404556 78.01057 7.671667 510.0114 2.887617 
30% 4.496111 78.08465 7.934219 520.3348 2.916615 
40% 4.624233 78.27067 8.071406 550.3805 2.991406 
50% 4.62649 78.9366 8.154119 560.5312 3.016181 
60% 4.719645 79.42688 8.38413 560.9768 3.058021 
70% 4.752207 79.70776 8.575521 600.3471 3.132118 
80% 4.785569 80.0773 8.902865 610.7172 3.178958 
90% 4.963221 80.73118 9.087847 620.8201 3.234722 
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Fig. 2. Selected graphic parameters for neural network learning in the FBM application 
Rys. 2. Wybrane graficzne parametry uczenia się sieci neuronowej w programie FBM 
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Fig. 3. Recursive Partitioning graph for CH4 emissions depending on meteorological conditions, where: V1 – insolation,  
V2- humidity, V3 – temperature, V4 – precipitation, V5 – velocity of wind; own calculations 
Rys. 3. Graf drzewa Recursive Partitioning dla emisji CH4 w zależności od warunków meteorologicznych, gdzie:  
V1 – nasłonecznienie, V2- wilgotność, V3 – temperatura, V4 – opady, V5 – prędkość wiatru; obliczenia własne 
 
 Analysis of the classification tree for CH4 emissions 
leads to the conclusion that the most important variable is 
the wind velocity (Fig. 3). On the graph presenting a wind 
velocity above 3.18 m/s, the highest CH4 emissions are not-
ed. Furthermore, in the case of the highest emission a sig-
nificant role was observed when the insolation reaches a 
value below 4.72 h, simultaneously with a very low precipi-
tation – beginning from 505.2 mm and below. 
 On the side of the graph which corresponds to the wind 
velocity less than 3.13 m / s, the lowest CH4emissions value 

are found. For achieving this scale, meteorological condi-
tions are as follows: the average annual temperature is low-
er than the (V3 <6.5) 8.38 ° C, humidity level (V2 <7.5) 
less than 79.70%, while the insolation (V1 <5.5) less than 
4.63 h per day. A very similar minimum value of the of 
CH4 emissions were also noticed with the increase of tem-
perature - from 8.57°C, with insolation below 4.62 h/day, 
and the precipitation beginning from 535.4 mm and above. 
 Figure 4 presents the results of analysis of the Recursive 
Partitioning for N2O emissions. 
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Fig. 4. Recursive Partitioning graph for N2O emissions depending on meteorological conditions, where: V1 – insolation, 
V2- humidity, V3 – temperature, V4 – precipitation, V5 – velocity of wind; own calculations 
Rys. 4. Graf drzewa Recursive Partitioning dla emisji N2O w zależności od warunków meteorologicznych, gdzie:  
V1 – nasłonecznienie, V2- wilgotność, V3 – temperatura, V4 – opady, V5 – prędkość wiatru; obliczenia własne 
 
 With regard to N2O emission the analysis by a rpart 
method gives a tree structure with a less extensive structure 
in comparison to the example considered above. Generally 
it can be concluded that the two factors, ie humidity and 
temperature will play a key role in N2O emissions. 
The analysis leads to the following conclusions: variable 
V2- humidity separates the set of records by the value 4.5. 
For the humidity level below 78.27% and temperatures be-
low 8.57°C, the lowest N2O emissions were noted. The 
right side of the graph, with the humidity value from 
78.94% and a simultaneous increase in temperatures - be-
ginning from 8.9°C illustrates conditions for which the 
highest N2O emissions were achieved. 
 
5. Conclusions 
 
 The results achieved through the classification tree Re-
cursive Partitioning illustrate conditions for which pollu-
tants CH4 and N2O may reach the lowest and the highest 
emissions. 
 The study results confirm the hypothesis that modelling 
with the use of the Recursive Partitioning method, describ-
ing the CH4 and N2O emission with variable meteorological 
conditions, it is an appropriate instrument for the assess-
ment of the level of prediction emissions. 
 The analysis prompts to the conclusion that the consid-
eration of meteorological conditions on the basis of national 
data would allow for increasing the accuracy of estimates of 
greenhouse gases emissions from agriculture. 
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