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Abstract

The "Klodawa" salt mine, due to geological conditions and continuous salt extraction, is subject to a range of measurements
documenting the speed of changes in the geometry of the chambers. Cyclic surveys are conducted under challenging conditions
several hundred metres underground. Consequently, measurement methods used for determining the parameters of the ongoing
clamping should be of high precision but also be resistant to dense dust (in fields of active mining) and strong gusts (near
ventilation shafts).

The research presented here concerns the analysis of the possibilities of solutions offered by modern technologies in mine
conditions. Test measurements were conducted at observation stations using linear bases stabilized with metal pins. The base
points were located in the aisles, ceiling, and bottom of the chamber in Field 1 of "Klodawa" salt mine at the depth of 600m. Point
clouds mapping the object were acquired using a Leica RTC360 3D laser scanner and two mobile devices: Motorola G100
smartphone and iPad Pro with LiDAR technology using the Pix/4Dcatch application. The accuracy of the point cloud from the Leica
RTC360 3D laser scanner was determined by comparing it with classic measurements taken with a Leica Disto laser rangefinder.
The repeatability and accuracy of the point cloud from a smartphone were examined using statistical analysis based on Pearson’s
correlation coefficient and cross-correlation. An attempt was also made to approximate the correlation between the obtained
errors and two parameters: the number of images and the size of the object.

Key words: convergence, LiDAR, TLS, salt mine, point cloud, iPhone

1 Introduction and gradual self-clamping of chambers (Kunstman et al., 2002).
Its depends on the properties of the rock and the amount of stress
In salt mines employing traditional mining methods, symptoms in the excavation environment. As model studies have shown, the
of pit clamping is observed: are bulging pillars or cracked support greatest changes occur in the direction perpendicular to the walls
beams. The first underground observations of these changes be- of the chambers. Maximum convergence can be observed at the
gan about 100 years ago (Bieniasz and Wojnar, 2007), and the first  points of intersection of the axis of perpendicular salt chambers
legal acts regulating the mining of salt deposits in Poland were it their walls called linear principal convergences (Kortas et al.,
introduced in the 1960s (Litoniski, 1960) and 1970s (Regulation, 2004).
1970). The salt mine disaster in Wapno in 1977 contributed to the Emerging technologies are commonly used to assess the rela-

introduction of detailed regulations (Maj and Florkowska, 2013). tive deformations of thechamber, as documented in the study of the
The concept of convergence is defined in literature as a slow
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Figure 1. The effects of the tightening of chambers in a salt mine (visible evidence of the occurrence of convergence): (a) — a hole in the stub; (b) —
cracks and fissures on the stubble; (c) — collapsed passage between chambers

frequency and accuracy of changes in the Chapel of St. Kinga, the
world’s largest underground temple and one of the biggest attrac-
tions of "Wieliczka" Salt Mine in Poland, based on 3D photogram-
metry, total station and terrestrial laser scanning (TLS) technology
(Ochalek, 2018; Lipecki et al., 2016). The authors of the study con-
clude that measurements of convergence and deformation by laser
scanning make it possible to determine the relative deformations
of the chapel with sufficient frequency and accuracy. However,
the determination of absolute deformations is not possible. They
stress that it is reasonable to expand their observations to include
measurements within the St. Kinga Chapel and in adjacent cham-
bers. Other researcherswho have measured St. Kinga’s Chamber in
Bochnia Salt Mine (Szafarczyk and Gawatkiewicz, 2018) notice that
laser scanning provides direct information for updating numerical
maps, enables the generation of various cross sections, and is a
modern tool that allows the measurement of volumetric conver-
gence values. Similar studies were also conducted in Lazy Mine at
the mining workplace in the Czech part of the Upper Silesian Coal
Basin (Kukutsch et al., 2015).

""Klodawa" Salt Mine has been mining rock salt in a salt seep
since 1956, using the underground method in a pillar-and-chamber
system with roof protection. In the ""Kltodawa I'" mining area, 7 min-
ing fields have been used. At present, mining works are performed
in3 mining fields. These fields are located at the levels from 450m to
810m (Poborska-Mtynarska, 2022). In order to observe rock mass
movements and their effects, convergence measurements are made
in mine workings. The effects of chamber tightening are shown
in Figure 1. Visible evidence of the occurrence of convergence are
the openings in the floor, which whose section took several years
to change from a circular to elliptical, as shown in Figure 1a. The
effect of gravity on the chambers is also evidenced by cracks and
fissures on the stubble, as shown in Figure 1b, and the collapsed
passage between the chambers, as shown in Figure 1c.

One set of the convergence measurements is sidewalk conver-
gence measurements, made at observation stations located in dif-
ferent parts of the fields yearly, involving distance measurements
on a stabilised horizontal and vertical base. These observations
have been made since 1977, and the measurement accuracy is a
several millimetres (approx. 2—3 mm).

Measurements with a hand-held laser rangefinder are per-
formed cyclically to observe changes in the shape of a sidewalk
chamber in the horizontal and vertical dimensions (Kurdek, 2020).
This method determines two dimensions of the object under study:

its width and height. Given that each section of the base is measured
three times, and the final section length is the arithmetic average of
these three series, the measurement error decreases from 2.5 mm
(the error of a single measurement) to +1.5 mm (the average error
of the arithmetic average). In the absence of a determination of
the average measurement errors of the Disto rangefinder under
real measurement conditions, the results of laboratory determi-
nations are cited, in which the lengths are measured using the
rangefinder and interferometer (Maj, 2011). The accuracy of dis-
tance measurment with this Disto laser rangefinder is, according
to the manufacturer and users, about 2—3 mm in the measurement
range up to several tens of metres (Bieniasz et al., 2003).

Convergence of the sidewalk chambers over the annual period
averages several millimetres. According to conducted studies, the
convergence values of the chambers range from several to a dozen
milimetres per year, which means that the reduction in the volume
of the pits is significantly slow (Jankowska and Kwasniak, 2015).
For example, the bases on which the experiment was conducted
change their lengths by an average of 5—6 mm per year. Compared
to the size of the observed phenomenon, the accuracy of manual
distance measurement with a laser rangefinder is sufficient.

Crucially, the measurement of distance on a horizontal and ver-
tical bases with a hand-held laser rangefinder makes it possible
to determine the changes of chambers’ dimensions, their width
and height. These are changes in the plane of the vertical section.
Therefore, there is a need to develop a method that would allow
three-dimensional recording of the state of the chambers. Infor-
mation is needed about the changes of these objects in all three
dimensions of space. The solution to this problem — tachymetric
measurement is not always applicable, as the equipment for tachy-
metric measurement is heavy and thus difficult to transport over
long distances, especially when travelling on foot. Thus, there is a
need to implement such a method of recording convergence that
would be convenient for use in mine conditions, while providing
three-dimensional data. Examples of devices that could be used
to record cell changes include a smartphone. Similarly convenient
are the latest generations of laser scanners, which are much lighter
than those manufactured before. naturally, the former would also
incur a lower cost than the latter.

Laser scanning is a new technology, but it is already applied in-
creasingly frequently in underground surveys as well. The accuracy
of the acquired point clouds depends on the structure of the surface
of the measured object from which the laser beam bounces (Su-



chocki et al., 2017), as well as the angle at which the laser beam falls
on the measured surface (Swierczyniska and Kotakowska, 2014). If
the scanning device has a built-in camera or it is possible to inte-
grate photography with the scanning data then the cloud points
have a natural RGB colour in addition to the intensity of the reflec-
tion (Wozniak et al., 2015; Swierczyniska, 2020).

Scanning technology is used to measure historical objects and
create their 3D models (Suchocki et al., 2023). A relatively new
technology for mining surveys involves the use of mobile laser
scanning platforms for shaft surveys. They provide the accuracy
of 1—3 mm horizontally and 20—100 mm vertically over the entire
length of vertical shafts (at 1000 m underground) (Lipecki and Thi
Thu Huong, 2020). In addition, the method improves the safety of
the measurements and reduces measurement time. The system is
suitable for any cage on a mine shaft (Adamek, 2015). Terrestrial
laser scanning is also used to determine the negative effects of
mining activities on the land surface (Benito-Calvo et al., 2018).

Close range photogrammetry is associated with cameras that
are used to take images from a low-altitude aerial vehicle, for ex-
ample, a UAV, or from the ground. The development of technology
has allowed smartphones to be equipped with cameras with sig-
nificantly improved performance and resolution. It has facilitated
using images taken with smartphones in the photogrammetric pro-
cess of generating point clouds and 3D models. This is an alternative
to acquiring 3D data using iPad Pro with LiDAR technology.

In general, thanks to photogrammetric technology, an area of
large dimensions (for example, 25 m x55m) can be recorded with
a resolution of 1mm using 2D and 3D reconstruction (Sapirstein,
2016). The accuracy and resolution of the output data depend on
the quality of the images taken, the number of those images, the
mathematical algorithm for processing the images, and the compu-
tational parameters (El-Din Fawzy, 2019). Although laser scanning
competes to some extent with photogrammetry, the two technolo-
gies are to a large extent complementary, and their integration can
lead to more accurate and complete products and open up new areas
of application (Baltsavias, 1999).

Low-cost scanning devices, such as the iPhone 13 Pro LiDAR,
attracted interest from the scientific community when they became
available. They are being tested for use in measuring small-scale
objects, such as architectural details (Teppati Lose et al., 2022),
cracks (Btaszczak-Bak et al., 2023), usable areas of small rooms
(Zaczek-Peplinska, 2023) and motor vehicles (Kottner et al., 2023).
A comparison of the iPad’s LiDAR sensor, a handheld laser scanner
and traditional forest inventory equipment has already shown a
high detection rate for tree trunks over 10 cm in diameter (Gollob
etal., 2021).

Other publications describe the effects of measurements dur-
ing mine shaft inspections using LiDAR technology implanted in
a smartphone. Validation using a professional TLS demonstrates
the suitability of the iPhone 13 Pro LiDAR scanner for shaft mea-
surement purposes that do not require a high level of accuracy
(Rutkowski and Lipecki, 2023).

LiDAR technology involves measuring distances by measuring
the timing of the return pulse emitted from the laser transmitter
to the laser receiver (Lohani and Ghosh, 2017). Integrating this
technology with the smartphone’s built-in camera, accelerometer,
magnetometer, gyroscope and GNSS antenna has given mobile
device users the ability to map surface changes of objects (Jaud
etal., 2019; Corradetti et al., 2021).

Terrestrial laser scanners work differently from the iPhone or
iPad with LiDAR. In TLS technology, coordinates of points are deter-
mined by the distance, the vertical angle, and the horizontal angle.
The distance is usually observed by an electro-optical distance mea-
surement (EDM) unit. The EDM determines the distance based on
the transit time between emitted and received signals (Dorninger
etal., 2008).

In contrast, LiDAR operation on smartphones is based on two
principles: structured light (SL) and time-of-flight (ToF). The SL
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scanning method is based on the principle of triangulation in which
incident laser lines are projected onto the object scanned (Huang
etal., 2021). Alight projector is placed at some distance from the
centre of the pinhole camera’s projection. The projector emits a
plane of light that intersects the scene surfaces in a flat curve called
stripes, which is observed by the camera. Two types of ToF tech-
nologies are used in LiDAR for smartphones: indirect ToF (iToF)
and direct ToF (dToF). The iToF is a depth sensor that measures the
distance from the scene to the camera pixels. This measurement is
made by illuminating the entire scene with a flash of light, deter-
mining the phase between emitted and reflected light. The dToF is
an image sensor that has a Lumentum laser with a vertical-cavity
emitting-surface (Btaszczak-Bak et al., 2023).

Due to the difference in measurement technology, TLS has a
longer distance measurement range than that of a smartphone
with LiDAR. For example, the Leica TCR 360 has a distance measur-
ing range of up to 130 meters, according to the specifications. By
comparison, according to the specifications, the maximum mea-
surement range of the iPhone 12 Pro is up to 5 meters.

The aim of this work was to determine the accuracy of recording
bases stabilized in salt mine sidewalk chambers using a terrestrial
laser scanner and a smartphone. An additional objective was to
assess the feasibility of determining convergence using object map-
ping technologies with point clouds.

The paper is organized as follows: In section 2, we present a
description of the conditions in the sidewalk chamber, the specifi-
cations of the equipment used in the study, and the characteristics of
the acquired data. In section 3, the methodology of the research and
the theoretical aspects of the statistical analyses are laid out. Section
4 describes the results of the research in the following subsections:
a comparison of methods, a search for correlations between the
obtained errors and the two defined parameters, and an analysis of
cross-sections of point clouds obtained from a laser scanner and a
smartphone. In section 5, we include a discussion of the results of
the comparison of the methods used and their reflection in existing
studies using similar technologies. In section 6, a summary and
concluding remarks are presented.

2 Equipment and data acquired

The test measurement of convergence under mine conditions in-
volved recording the shape of three bases of one of the chambers
located in "Klodawa'" salt mine. The test chamber, as shown in
Figure 2, has an average width of about 4 m and a height of about
4 m. Four points were installed in the sidewalk chamber for each
of the three bases: the left and middle bases, which can be seen in
Figure 2a, and the right base, as in Figure 2b.

The test object is located in Field 1 at 600 m level, which has
not been used for mining since the 1980s. This means the location
features a natural process of squeezing pitsand is free from any
influence of mining works from neighbouring fields. There are
also constant microclimate conditions in the study area, with an
average temperature of 26°C and air flow at 0.3m/s. The observa-
tion stations are located in the main haulage roadway, between the
cuboid chamber KS-7 and KS-8, which have an average width of
about 15m, a height of about 15 m and a length of about 9o m.

During the test measurements in salt mine "Klodawa'", the
chamber was recorded using four measurement technologies:

- method 1: measuring two sections of each of the three bases with
a Leica Disto laser rangefinder (with a single distance accuracy
of +2.5 mm) in three series,

- method 2: laser scanning with a Leica RT'C360 scanner (with a
point position accuracy of +1.9 mm) from four sites (each site
in one series),

- registration of each of the three bases with a Motorola G100
smartphone using the Pix4Dcatch application in three series,

- method 4: registration of each of the three bases with an iPad
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Figure 3. Point cloud (top view) from Leica TRC360 laser scanner, which
maps the chamber with the points of the three bases marked:
points for L1 to L4 — left base, for R1 to R4 — right base, for M1
to M4 — middle base

Pro (11 inches, 3rd generation), using the Pix4Dcatch and 3d
Scanner app in several series.

For measurements by method 3 and 4 car lamp light was used, and
for measurements by method 1 and 2 — only headlamps.

During the test measurements, the chamber was scanned with a
Leica TRC360 laser scanner from four stations. The measurements
resulted in a point cloud, the visualization of which is shown in
the Figure 3. Points STN1, STN2, and STN3 marked the location of
the scanner stations. Station 1 was located at the junction of the
sidewalk chambers, while the next three were located at each of
the three bases. Points L1 to L2 marked the location of the left base
points, R1 to R2 marked the location of the right base points, and
M1 to M2 marked the location of the middle base points.

The average density of the point cloud, which was created after
calibrating all four scans, is significantly high. In the vicinity of
the bases, it is about 1 million points per m?, which means that the
distance between adjacent points of the cloud is equal to about 1 mm.
Each of the bases was stabilised with metal rods with a diameter of
1cm, which protrude from the walls of the chamber by, on average,
5—6 cm. With such a high density of the resulting point cloud, the
survey marks are clearly visible on the scan, allowing for an easy
identification of their centres and high accuracy in measuring the
lengths of the base sections. As shown in Figure 4, the point cloud
from the Leica TRC360 laser scanner was analysed in Leica Cyclone
REGISTER 360 PLUS software, which allows the measurement of
base sections and the determination of base point coordinates in
the local coordinate system.

Mapping chambers in mines with point clouds using laser scan-
ners is a solution already in use. The purpose of this research was
to test a relatively new device, the Leica TRC360 scanner, under
mine conditions. Subsequent measurements were realized with a
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Figure 4. Point cloud in Leica Cyclone REGISTER 360 PLUS software
(view from inside the cloud) from Leica TRC360 laser scanner,
which maps the chamber with marked sections of the left base

more innovative solution, using a smartphone and an iPad (method
3 and method 4). The work in the mine consisted of recording of
the aisles, ceiling and bottom of the chamber with low-cost mobile
devices, as shown in the Figure 5. Figure 5a shows registration with
a Motorola G100 smartphone and Figure 5b shows registration with
a iPad Pro with LiDAR.

The point clouds acquired by Method 3 were generated by pho-
togrammetric processing of images taken with a Motorola G100
smartphone equipped with Pix/4Dcatch software. Post-processing
was performed in Pix4Dcloud or Pix4Dmatic software. Image regis-
tration was performed by moving the smartphone along the object.
During registration, the smartphone was rotated so that the surface
of its screen was approximately parallel to the surface of the object.
In this way, the number of oblique images was reduced. The trajec-
tory line of the device’s movement staggered a circle. An example
of the resulting point cloud, which was created using a smartphone,
is shown in Figure 6. The blue triangles denote the positions of the
camera at the moments when the images were taken. It can be seen
that they represent points approximately lying on an ellipse. Green
conesindicate the positions of the base points (metal bars).

Based on the data from a single measurement series, a point
cloud was determined that maps a section of the chamber (a slice
about 1m in width) containing all four base points. The average
density of each point cloud is a quarter of the density of the point
cloud acquired with the laser scanner. It averages 250,000 points per
m?, which means that the distance between neighbouring points
of the cloud is about 2 mm. Such point cloud density is sufficient to
unambiguously identify the metal rods in the chamber walls and
their centre points. Figure 7 confirms this with a visualization of
one of the points of the left base on the stubble. On the left side of
Figure 7 there is a point cloud acquired by photogrammetric method
(from Motorola G100 photos) with Pix4Dmatic. On the right side of
Figure 7 there is a photo taken with a Motorola G100 smartphone.
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Figure 5. Proposed work in the mine — recording of the aisles, ceiling and bottom of the chamber with low-cost mobile devices: (a) — Motorola G100
smartphone; (b) — iPad Pro with LiDAR

Figure 6. Left chamber: point cloud, acquired by photogrammetric method (from Motorola G100 photos) using Pix4Dmatic software, with marked
base points (green colour) and camera positions (blue colour)
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Figure 7. One of the points of the left base on the stubble: left - point cloud acquired by photogrammetric method (from Motorola G100 photos) with
Pix4Dmatic, right - photo acquired with Motorola G100 smartphone

(b)

Figure 8. Point cloud from iPad Pro with LiDAR technology using the Pix4Dcatch: (a) — a whole base with visible displacement of the cloud on the
right relative to the cloud on the left, (b) — a fragment of the cloud mapping one of the four points of the base

During test measurements, several attempts were made to
record each base using the iPad Pro with LiDAR technology. The
performance of several applications was assessed. The greatest
completeness of the data was obtained by registering the object
with the Pix4Dcatch and 3d Scanner applications. Unfortunately,
the results obtained did not meet the accuracy requirements of the
issue. Mine conditions proved too severe to determine a continuous
point cloud of the entire base. In each measurement there was a
break in the continuity of the data, which can be observed in the
point cloud image as a shift of the beginning of the cloud relative
to the end of the cloud, marked with a yellow circle in Figure 8a.
In addition, the quality of the obtained point clouds, their density
and homogeneity, made it impossible to identify the metal bars on
them. The indistinct representation of the metal bar is marked with
a yellow circle in Figure 8b.

In the article, the method is described in Equipment and data
acquired section to emphasize the fact that it has been attempted.
The obtained data were insufficient for analysis, which, as the au-
thors speculate, may be due to the homogeneity of the measured
object, the lack of light in the mine and the specific oval shape of
the object.

3 Research methodology

The analysis of the acquired data followed the procedure presented
in Figure 9. First, the accuracy of point clouds from Leica TRC360
laser scanner (method 2) was evaluated by comparing it with data
from Leica Disto laser rangefinder (method 1). This step confirmed
the validity of considering laser scanning (method 2) as a reference
method in relation to data from Motorola G100 smartphone using
the Pix4Dcatch application (method 3). In the next part of the study;,
the length errors of the base sections were calculated from Motorola
G100 smartphone data and Leica TRC360 laser scanner data. The
point clouds were also compared globally.

The accuracy of the data and the correlation between the defined
parameters were determined using formulas commonly used in
statistics.

The accuracy of a measurement with an instrument is often
determined by relative error, which is the division of the difference
between the measured and real values to the measured value:

5(x) = Ix—xixol -100% )
where x is the measured value, x,, is the real value.

This parameter is used to determine the scale of the object model
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Figure 9. Measurement and analysis procedure

that was created from the measurement data (Miller et al., 2022).

A measure of linear dependence of two random variables is their
correlation coefficient (Teukolsky et al., 1992). If each variable
has N scalar observations, then Pearson’s correlation coefficient is
defined as:

P (A B) =

N
1 Ai—pp) (Bi—wp
N—1;< oA )( op ) @
where py and o are the mean and standard deviations of A, respec-
tively, and pg and op are the mean and standard deviations of B
(Pearson, 1896).

The correlation coefficient matrix of two random variables is
the matrix of correlation coefficients for each pairwise variable
combination:

R= p(A4A) p(AB) - 1 p(4,B) (3)
p(B,4) p(B,B) e (B,4) 1

Since A and B are always directly correlated, the diagonal entries
are represented as 1. The diagonal entries are set to 1 by convention,
while the off-diagonal entries are correlation coefficients of variable
pairs. The values of the coefficients can range from -1 to 1, with
-1 representing a direct, negative correlation, 0 representing no
correlation, and 1 representing a direct, positive correlation.

The correlation function can also be used to study correlations
between variables. This function makes it possible to obtain the
values of correlation coefficients as a function of the shift of two
variables between each other.

The true cross-correlation sequence of two jointly stationary
random variables, xn and yn, is given by:

Ry (M) = E {Xnsmyp } = E {XnY5-m} @)

where -co < n < oo, * denotes the complex conjugation, and E is the
expected value operator, m = 1,2,3,...,2N — 1and N is maximum
length of vector xn (Stoica and Moses, 2005).

Cross-correlations can thus be calculated as follows:

Ry (m) = Zﬁggm_lxmm—wﬁl m>N (5)
Y ﬁ)’jx (-m +N) m<N

In order for the value of cross-correlation to take a value in the
range of 0 to 1, normalisation is performed using the formula:

Ry (m) (6)

ﬁXynorma ise (m) = !
S R )Ry (0)

Which means that at zero lag, the cross-correlation is equal to 1.

4 Results

Obtaining test measurement results involved determining the ac-
curacy of methods 2 and 3 based on linear measurements of base
sections. The data acquired using method 1 were used as the refer-
ence data, since it is the classic method used for a long time, and its
accuracy is +1.5 mm (when measured in three series).

Figure 10 shows all analysed sections (vertical and horizontal)
of all three bases: left, middle, and right, marked on the slice of
point cloud from Leica TRC360 laser scanner. The figure shows that
each of the bases has similar geometry and placement of points to
measure the height and width of the chamber.

On the point cloud acquired with the Leica RTC360, the base sec-
tions (vertical and horizontal) were measured using two methods:

- measurement 1: directly measuring the distance between base
points on the point cloud,
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(a) (b)

(c)

Figure 10. Slice of point cloud with bases sections: (a) — left, (b) — middle, (c) — right

Table 1. Differences in the lengths of sections measured by methods 1 (Leica Disto) and 2 (Leica TRC360)

Base Section Leica Leica TRC360 Leica Disto — Leica TRC360
Disto [m] Measur. 1 [m] Measur. 2 [m] Measur. 1 [m] Measur. 2 [m]
horizontal 4.8 4.870 4.8 0.00 0.000
Left L1-L3 873 -87 873 .003 X
vertical 3.110 3.109 3.109 0.001 0.001
La-L4 . . . . .
horizontal
Right R1-R3 £4.806 4.803 £4.807 0.003 -0.001
vertical
R2-Ry, 3.450 3.446 3.446 0.004 0.004
horizontal
Middle Mi1-M3 3.862 3.867 3.865 -0.005 -0.003
vertical 22, 22 22 0.000 0.000
M2-My 3.223 3.223 3.223 . .
Standard deviation: 0.003 0.002

- measurement 2: determining the coordinates of the base points
in the local system, and then calculating the distance between
the base points based on the coordinates.

Determining the lengths of the base sections using two methods
increased the reliability of the results and the average errors.

On the point clouds acquired with the Motorola G100 smart-
phone, the base segments (vertical and horizontal) were measured
in one way, by determining the coordinates of the base points in
the local system of each cloud, and then calculating the distance
between the base points based on the coordinates (similar to Mea-
surement 2 for Leica RTC360 data).

4.1 Compatibility of laser rangefinder and laser scanner
data

Table 1 shows the results of measuring sections of the bases with
a hand-held laser rangefinder and measuring the same sections
on a point cloud that was acquired with a laser scanner. In addi-
tion, at the end of the table, the differences between the lengths
are summarised. Based on these, the standard deviation was cal-
culated, characterising the practical accuracy of the scans (in the
case where the quantities measured with the Leica Disto are used
as the standard). The standard deviation of the directly measured
corresponding sections on the point cloud was 3 mm (measure-
ment 1), while the standard deviation of the lengths of the sections,
calculated from the coordinates of the base points, was 2 mm (mea-
surement 2).

Based on the obtained results, it can be concluded that there is a
high degree of alignment between the measurements made using
the classic method 1 and the data acquired using method 2. The
magnitudes of the obtained standard deviations are within the error
limit of distance measurement with a hand-held laser rangefinder.

Based on the described experiment, it can be concluded that the
laser scanning data are sufficiently accurate to be used in the study
of the convergence of sidewalk chambers in mine conditions. The
resulting point cloud is so dense that even in the absence of tex-
ture, and having only reflection intensity, identification of the base
points does not pose a problem.

Due to the high metric accuracy of the point cloud acquired
with Leica TRC360 scanner, the lengths of the segments between
the points of each base measured on this point cloud were taken
as a reference. Therefore, in the following part of the study, the
data from Leica TRC360 scanner was compared with the results of
measurements taken with a smartphone to determine the accuracy
of the point clouds resulting from photogrammetric processing of
the images.

4.2 Compatibility of laser scanner and smartphone data

In measuring the chamber’s three bases, the accuracy of method
3 was determined by comparing its results with those of method
2. Included in this analysis are the lengths of main base sections
(i.e., sections between opposite base points), hereafter referred to
as 'main sections’. Also included in this analysis are the lengths
of intermediate base sections (i.e. sections between adjacent base
points), hereafter referred to as ’intermediate sections’. The dis-
tances determined on the point cloud, which were acquired with
a Leica TRC360 scanner, were taken as model distances between
adjacent points of the bases. This assumption was possible because
of the high metric correspondence between the point cloud and the
Leica Disto laser rangefinder measurements on the main bases.
Table 2 shows the lengths of the main and intermediate base
sections measured on the scans from each series and their discrep-
ancies with the data acquired with Leica TCR360 scanner. Based on
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Table 2. The lengths of the main and intermediate base sections measured on the scans acquired with a Motorola G100 from each series and their

discrepancies with the data acquired with a Leica TCR360 scanner

Difference between length

Difference between length

. Section length [m] and average of three series [m] and reference section (from TLS) [m]
Base Section . . . . . . . . .
Series 1 Series 2 Series 3 Series 1 Series 2 Series 3 Series 1 Series 2 Series 3

L1-L3 4.693 4725 4754 0.031 0.001 0.030 0.180 0.148 0.119
L2-L4 2.972 2.994 3.025 0.025 0.003 0.028 0.138 0.116 0.085
standard deviation: 0.028 0.002 0.029 0.160 0.133 0.103
L1-L2 2.780 2.777 2.816 0.011 0.014 0.025 0.111 0.114 0.076
Left L2-13 2.983 3.012 3.030 0.025 0.004 0.022 0.124 0.095 0.077
L3-L4 2.813 2.853 2.851 0.026 0.014 0.012 0.113 0.073 0.074
L1-L4 2.559 2.569 2.508 0.017 0.006 0.023 0.103 0.092 0.063
standard deviation: 0.021 0.010 0.021 0.113 0.095 0.073

number of photos: 135 139 123
R1-R3 4.687 4712 4732 0.023 0.001 0.022 0.119 0.094 0.074
R2-R4 3.357 3.336 3.388 0.003 0.024 0.027 0.093 0.114 0.062
standard deviation: 0.017 0.017 0.025 0.107 0.105 0.068
R1-R2 3.178 3.178 3.194 0.006 0.005 0.011 0.083 0.083 0.067
Right R2-R3 3.151 3.100 3.171 0.010 0.041 0.031 0.064 0.115 0.044,
R3-R4 2.637 2.628 2.644 0.000 0.008 0.008 0.068 0.076 0.060
R1-R4 2.662 2.719 2.721 0.039 0.018 0.021 0.080 0.023 0.021
standard deviation: 0.020 0.023 0.020 0.074 0.082 0.051

number of photos: 94 88 72
M1-M3 3.736 3.700 3.656 0.038 0.003 0.041 0.126 0.162 0.206
M2-M4 3.124 3.088 3.043 0.039 0.003 0.042 0.099 0.135 0.180
standard deviation: 0.039 0.003 0.042 0.113 0.149 0.193
M1-M2 2.553 2.536 2.509 0.020 0.003 0.023 0.109 0.126 0.153
Middle M2-M3 2.745 2.727 2.706 0.019 0.001 0.020 0.092 0.110 0.131
M3-M4 2.325 2.301 2.271 0.026 0.002 0.028 0.071 0.095 0.125
M1-M4 2.170 2.133 2.091 0.039 0.002 0.041 0.061 0.098 0.141
standard deviation: 0.027 0.002 0.029 0.085 0.108 0.138

number of photos: 62 108 116

these data, it can be concluded that the agreement between the mea- on:

surement series is about 2—4 cm. On the other hand, the standard
deviation of the length of the sections acquired with a smartphone,
when compared to the reference values, is estimated at the level of
up to 12 cm. These errors eliminate this simple and mobile method
to the tasks of determining the convergence of sidewalk chambers.

The scale of three-dimensional models obtained from pho-
togrammetric processing of Motorola images averages 0.97 (this
value was estimated on the basis of relative errors). The models of
all three bases generated from the data of all three-measurement
series are smaller than the real object by 3%. This is due to the pecu-
liar arrangement of the images in one row and the lack of tie points
in the photogrammetric processing of the images. The individual
images were taken with the camera travelling along a circular tra-
jectory. Such an arrangement is unfavourable due to the lack of
lateral coverage and the alignment problem. The lack of tie points,
on the other hand, results in the absence of points with known
coordinates in the local system in the alignment process.

In the development of the survey data, an attempt was made to
manually indicate the alignment points (without providing their
coordinates in the local system) on half of the images included in the
alignment. Calculations made using Pix4Dmatic software, did not
improve the accuracy of the generated 3D models of the chambers,
which confirms the need to stabilise the alignment points on the
registered object and the necessity to measure their location in the
local system.

4.3 Correlations of smartphone measurements

Based on the collected data, it can be concluded that the differences
in the lengths of the sections, measured on the clouds from Mo-
torola G100 smartphone and from Leica TCR360 scanner, depend

- the number of images acquired in a single series at the mea-
surement stage and used in post-processing with Pix4Dcloud
software — as presented by the graphs in Figure 11 (for main
sections) and Figure 12 (for intermediate sections),

- the length of a given section (main or intermediate) — as pre-
sented by the graphs in Figure 13 (by measurement series).

The differences between the lengths of the sections on the scans
acquired with Leica TCR360 scanner and those acquired with smart-
phone Motorola G100 tend to increase with the number of images
taken using the Pix4Dcatch application. It is significant that all
the distances measured on the point clouds, which were gener-
ated in Pix4Dcloud for each series, are several centimetres smaller
than the reference distances (no distances larger than the reference
distances).

The differences between the lengths of the base sections mea-
sured on scans made with a laser scanner and the lengths of the
base sections measured on scans made with a smartphone are larger
for longer sections, and smaller for shorter sections. Thus, notice-
ably, the accuracy of the base parameters depends on the size of the
chamber under study. A confirmation of this statement is provided
by the linear increasing trend lines for each series of the graph pre-
sented in the figure. It should be noted that each series differs in
the number of images used for generating the base point cloud.

Using statistical formulas, the correlation matrix between the
deviation from the benchmark value and the size of the base sec-
tions and the number of sets of images from which the point clouds
of the base models were generated was calculated. The matrix cal-
culated on the basis of all measurement series of all bases has the
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istration in a single series

form:
_ 1 0.3256
R(L,D) = [ 03256 1 } (7)
_ 1 0.4,281
R(E,D) = [ 0.4281 1 ] ®)

where L is length of sections of the base (main and intermediate),
D is the difference between reference length measured on the Le-
ica TCR360 data, and length measured on the Motorola G100 data
[mm)], where F is the number of photos in a given series of regis-
tration with a smartphone Motorola G100.

The elements of the matrix on the first diagonal are 1, because
the variables L, D, and F are directly correlated with each other. The
elements of the matrix on the second diagonal are the correlation
coefficients of the pairs of variables L, D and L, F. The values of the
coefficients of pairs of variables are in the range from 0 to 1, so they
indicate a positive correlation of these variables. Therefore, it can
be concluded that the accuracy and metricity of scans acquired with
smartphone Motorola G100 depends on both the number of images
captured in one series and the size of the object.

Moreover, the closer the value of the correlation coefficient to 1,
the stronger the positive correlation. Therefore, it can be concluded
that the accuracy and metricity of scans acquired with smartphone
Motorola G100 depend more on the number of images taken than
on the size of the chamber. The statistics support the conclusions
drawn from the analysis of the charts presented in Figure 11, Fig-
ure 12, and Figure 13.

Using the ranks of the L, D and F vectors, i.e., deviations from
the benchmark value, the magnitude of the lengths of the base
sections, and the abundance of the image sets obtained in each
measurement session, the values of the cross-correlation function
were calculated. Unfortunately, it was only possible to estimate the
sequence, since in practice only a finite segment of one realisation
of an infinitely long random process is available. However, based
on the correlation plots of the discrete sequences, it is possible to
infer the similarity of the analysed signals.

Length of the measured
section [m]

Length of the measured
section [m]

Length of the measured
section [m]

® Seriel ® Seriel ® Seriel

Serie2 Serie2 Serie2

Serie3 Serie3 Serie3
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Figure 13. Dependence of the accuracy of measured base intermediate
sections on the length of these sections (main and intermedi-
ate)

Figure 14 shows the normalised cross-correlation between the
deviation of scans acquired with smartphone Motorola G100 from a
scan acquired with a Leica TCR360 scanner and two parameters:

- length of each section of the base (main and intermediate) —
Figure 14a,

- the number of photos in a given series of registration with smart-
phone Motorola G100 with Pix4Dcatch — Figure 14b.

The cross-correlation is calculated as the sum of the values of
the two signals multiplied by each other, according to equation (5).
Correlation calculations are performed for different values of time
shift (lag). One of the signals is shifted relative to the other, and for
each shift we multiply the overlapping samples by each other and
add up the results. The cross-correlation is very similar to splicing.
The shape of the graph of the correlation function indicates the
uniformity of the change in the value of one vector and the change
in the value of the other vector. Based on the observation of the
points of the function, it can be determined whether the similarity
of the vectors is linear or nonlinear.

In two graphs presented in Figure 14, the maximum value of
cross-correlation for a lag equal to 0 indicates the absence of a shift
between sets of variables. It should be noted that tto its axis (i.e.,
the vertical line intersecting the x-axis at point 0) than the graph in
Figure 14b. This shows that as vector D increases, vector L changes
more uniformly than vector F. This conclusion proves that section
length errors change with the change in section length more evenly
than with the change in the number of images. Therefore, the
analysis of the cross-correlation results also confirms the existence
of a scaling factor for the point clouds that were acquired in post-
processing.

4.4, Comparative analysis of point clouds from laser
scanner and smartphone

Based on the above statistical analysis, the degree of influence of
two parameters of the 3D model on its accuracy was determined: the
size of the object and the size of the data recorded with a Motorola
G100 smartphone. This analysis is based only on the linear sizes of
the individual base sections and includes an overall comparison of
the two types of 3D models.

Using CloudCompare software, the point clouds that were cre-
ated from the sets of images acquired in all measurement series
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Figure 14. Cross-correlation between the deviation of scans acquired with a smartphone Motorola G100 from scan acquired with a Leica TCR360
scanner and: (a) — length of each section of the base (main and intermediate), (b) — the number of photos in a given series of registration

with a smartphone Motorola G100 with Pix4Dcatch
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Figure 15. Tie points error of registration point cloud from Pix4Dcloud to point cloud from Leica TCR360 based on four base points (metal pins) in
two variants: (a) — disregarding a scale factor, (b) — using a scale factor

of the left base were compared with the point cloud that was reg-
istered with Leica TRC360 scanner. The comparison was made by
registering the point cloud from Pix4Dcloud into the point cloud
from the Leica TCR360 based on four base points (metal pins) in
two variants:

- without a scale factor — a rigid fit that does not adapt to the
shape of the base,

- with a scale factor (the same in all directions of the axis of the
coordinate system) — a flexible fit, which adapts to the shape of
the base.

Figure 15 shows the results of an example registration of point
cloud from Pix4Dcloud (in series 1) to a point cloud from Leica
TCR360 in two alignment variants: (a) — disregarding the scale fac-
tor and (b) — using the scale factor. The alignment errors of all four
tie points are on average twenty times smaller after calculating the
transformation parameters as a result of alignment in the second
variant than after calculating the transformation parameters as a
result of alignment in the first variant.

In turn, Figure 16 shows the point cloud slices after registration
with the scale factor. This is the cloud generated in post-processing
from a set of images of the left base. It was registered with a scale
factor considering four base points. The post-processed cloud was
then compared with the point cloud acquired with Leica TCR360
scanner. The comparison was made automatically with CloudCom-
pare software using the "cloud to cloud" function. The computa-
tional model involves calculating the distance of the point of the
first cloud from the plane passing through the nearest point of the
second cloud and its neighbourhood. The plane is calculated by the

method of least squares.

The colour tones show the discrepancies between the point cloud
from Leica TCR360 scanner and the point cloud from Motorola G100
smartphone, acquired in the first (presented in Figure 16a), sec-
ond (presented in Figure 16b), and third (presented in Figure 16¢)
measurement series. The base points (metal pins) and the main
sections of the base are marked on each slice. Next to the slice, the
parameters of the equalisation are presented: final RMS, transfor-
mation matrix with shift vector and scale factor. These parameters
were determined in the process of fitting three-point clouds (from
three series) of the same left base.

It should be noted that the maximum values of distances occur
only for individual points, which can be understood as fatal errors.
Using histograms, which show the distribution of individual dis-
tances (from 0 to max) according to the number of points of the
analysed cloud that have the characteristics of the corresponding
distances, it is possible to read the practical ranges of distances,
which, represented by the overwhelming majority, are as follows:
0—0.010 — for point cloud measured in first series, 0—0.012 — for
point cloud measured in second series, 0—0.011 — for point cloud
measured in third series. Meanwhile, the scale factors obtained for
the data in each series are: 1.04077, 1.03205, and 1.02530. These val-
ues confirm the absolute error calculated earlier. The point clouds,
obtained in post-processing, are scaled with respect to the dimen-
sions of the actual chamber.



66 |

@ Aligninfo X

o Final RMS: 0.00826419

matrix
1019 0210 -0003 4687
-0210 1019 0001 029
0003 0000 1041 -0574

000 0000 0000 1.000

Iready integrated in above matrix!)

Referto Console (F8) for more details

J oK |

904

atrix
0075 1482
0205 0887 0059 -1.170
0055 0078 1028 -0316
0000 0000 0000 1000

i integrated in above matrix))

nsole (F2) for more details

8 8 B % § 8 § &

Transformation matrix
0525 0004 21145

oo 0525 0881 0000 -16577
| 0003 0002 1025 058
oo 0000 0000 0000 1.000

Iready integrated in above matrix)

e (F8) for more details

(c)

Figure 16. Slices Comparison of point clouds acquired from images
taken with smartphone Motorola G100 (analysed data) and a
point cloud that was acquired with Leica TCR360 (reference
data). The distances between the cloud points, which were
calculated automatically in CloudCompare software using the
cloud-to-cloud” function, are shown in colour tones. Data
of left base from: (a) — series 1, (b) — series 2, (c) — series 3

5 Discussion

Considering the design of the devices used (laser scanner, smart-
phone and iPad), the compact and lightweight solutions are eco-
nomical and highly functional in difficult underground conditions.
Moreover, they can be used for three-dimensional interpretation
of the geometry of the surveyed object.

The evaluation of the accuracy of data from Leica RTC360 3D
laser confirms that laser scanning technology is as precise as Leica
Disto hand-held laser rangefinder measurement currently used
in "Klodawa" salt mine. Theoretically, the accuracy of the first
method is estimated at 1.9 mm (3D point accuracy at 10 m), while
the second method is estimated at +-2.5 mm (considering targeting
and touchdown errors in one measurement series). The research
has shown that the accuracy of measuring the length of sections
of bases at the required level of 1—2 mm is achievable using Leica
RTC360 3D laser scanner.

In addition, the appropriateness of laser scanning technol-
ogy is justified by its high accuracy and the possibility of three-
dimensional analysis of changes occurring in mine formations. Un-
like classical convergence measurements, which allow for the de-
termination of changes in the width and height of the bases, point
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cloud comparison allows for the determination of changes in any di-
rection of the three-dimensional coordinate system. Such a solution
should be pursued by modernising the methodology for measuring
the degree of deformation of salt chambers

The research described in this article also involved testing low-
cost, mobile, and innovative technologies for capturing 3D data
in mine conditions. The demonstrated measurements were taken
using the PIX4Dcatch and 3d Scanner application. This software
allows for the registering of objects as point clouds. This specialised
software implemented in any smartphone, facilitates the acquisi-
tion of scans during photogrammetric image processing executed
either on the smartphone mobile camera or in direct measurement
performed using the iPhone’s LiDAR sensor.

Unfortunately, using an iPad with a built-in LiDAR sensor and
equipped with appropriate software, it was not possible to obtain
satisfactory results, because of the lack of adequate lighting, homo-
geneity of colour and shape of the measured chamber, as well as
dusty air. Presumably, changing these parameters could improve
the result of data acquisition using an iPad with LiDAR.

As aresult of automatic post-processing of a set of photos taken
with a commonly used smartphone, a quasi-continuous represen-
tation of the measured object was obtained from the form of a point
cloud. The measurements were made in three series, on three bases
of different sizes. This made it possible to establish cyclicity and
eliminated the randomness of the data obtained. On the basis of
the tests, the accuracy of the point clouds obtained in the results of
image matching was found to be several centimetres. Such large
errors are due to the lack of tie points in the alignment processwhile
the obvious advantage of the method is that it is quick to apply and
intuitive.

The point clouds generated by photogrammetric processing of
smartphone images are scaled to the size of the real object. This
conclusion was confirmed by the graphs presented in the figure,
as well as the statistical analysis of the relationship of the L, D, and
F variables. The correlations suggest the possibility of the exis-
tence of a constant scale factor of the point clouds, which were
obtained through post-processing of the set of photos. The size of
this coefficient is determined primarily by the size of this collection.
The function of this relationship should be understood better with
further research.

6 Conclusions

Based on the measurements and their analysis, it can be concluded
that method 2 is as accurate as method 1, which is commonly used
in salt mines. The lengths of the main base sections, determined
indirectly (by calculating them from the coordinates of the base
points) or directly (by measuring them) on the point cloud with
Leica TCR360, differ by 2—3 mm from the lengths of the sections
measured with Leica Disto hand-held laser rangefinder. It is worth
mentioning that the accuracy of a single measurement with Leica
Disto is estimated to be within 2 mm. The method of stationary
laser scanning can be recommended as a method with sufficient
accuracy to measure the bases in the pits of salt mines.

The analyses presented in this article indicate that it is not possi-
ble to use the proposed method 3 and method 4, which involve fast
and inexpensive mapping of objects in the form of point clouds, for
precise convergence measurements. The data are non-metric, and
the scale of three-dimensional models is not preserved, due to the
lack of reference points. Statistical analyses of the data, which were
acquired using a Motorola G100 smartphone, indicate low measure-
ment accuracy of up to 19 cm. The error in the length of the base
sections is proportionally dependent on the length of the sections,
but also on the number of images taken. Correlation analyses and
the calculated Pearson linear correlation coefficients, despite the
burden of outliers, indicate the presence of a scale factor in the mea-
surement material. To draw conclusions at a satisfactory level of



Pearson linear correlation. A statistical analysis of the data, which
were acquired with iPad Pro with LiDAR technology using several
applications, was not undertaken. During the registration of the
bases in the sidewalk chambers, each time point clouds were ob-
tained with a density that made it impossible to identify the points
of the bases. The point clouds had gaps, deficiencies, and displace-
ment between their parts.
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