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1. Introduction 
 

The paper is a continuation and elaboration of the subject of [5], which 
investigated the application of algorithm   and Aitken’s extrapolation to solve large 
sets of linear equations. In this paper the application of algorithm   [1], [2] was 
abandoned since in the following examples under study it yielded worse results than 
Aitken’s extrapolation. 

The acceleration of sequence  nx  convergence through Aitken’s extrapolation 
consists in creating sequence  nx  given by dependence: 
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which is convergent faster than the sequence  nx [1], [2], [4]. 
To the sequence  nx  formula (1) can be once more applied, which is referred to 

as multiple Aitken’s extrapolation and can be written as: 
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2. Approximate solving of large sets of linear equations 

 
The following set of equations was investigated: 

BAX             (3) 
where: ][ ,kjJJ aA   ; ][ jbB  . 

The method of accelerating convergence was applied to the sequence of solutions 
obtained through Jacobi’s method [4], [6]: 
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Matrix B entries were obtained using a generator of random numbers - with 
uniform distribution within the range (0, 1000) - installed in MathCad program. 
Matrix A entries lying outside the main diagonal were determined using the same 
method. However, the diagonal entries satisfy the following condition: 





kj

kjjj apa ,,           (5) 

Parameter p determines the spectral radius of matrix C, hence determines the 
convergence of results obtained in Jacobi’s method. For a sufficiently large J (matrix 
degree) the following approximately applies 

p
C 1)(             (6) 

In this paper the matrices under study were of a degree 1200200J . The 
maximum relative error resulting from the application of (6) did not exceed the 
value 5102  . 

The largest characteristic value as to its absolute value (spectral radius) can be 
determined by the power method [4]. Having limited oneself to one iteration, an 
approximate formula is obtained: 
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For the matrices under study, the relative error resulting from the application of 
(7) fell within the range )1010( 156   . 

While doing the acceleration of sequence convergence of solutions obtained 
through Jacobi’s method, it was concluded that the best results were given by the 
single Aitken’s extrapolation. Formula (1) was applied vectorially, i.e. in relation to 
subsequent vectors nX  (formula (4)). Treating the solution obtained through 
Gaussian elimination method as an exact one, the relative error for all solutions of 
the set (3) was determined and the maximum error BM was calculated. 
Assuming 410BM , an adequate number of iterations n was determined as shown 
in Table 1. 

In accordance with (1), Aitken’s extrapolation is applied to the last three terms of 
a sequence. In Table 1 the values of spectral radius within the range )51(  are 
provided which means that it is a divergent sequence of solutions obtained through 
Jacobi’s method (the convergence condition is 1 ). For 5  error 410BM was 
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obtained. The results in Tab. 1 show that the application of Aitken’s extrapolation 
enables the abandonment of a dominant main diagonal condition with reference to 
matrix A (formula (3)). Figure 1 presents maximum values of relative error BM 
depending on a number n of iteration being subject to Aitken’s extrapolation. The 
figure was done for J = 1000 and 4 ; for other values J and   a similar 
dependence of BM on n is obtained. 
 

Table 1. Minimum number of iterations in Jacobi’s method 
 

Number of equations in a set  
J 

Spectral 
radius  
  400 600 800 1000 1200 J > 1000 
1 6 6 6 6 6 6 
2 8 8 8 7 7 7 
3 9 8 8 8 8 8 
4 10 10 8 8 9 9 
5 12 9 9 10 9 10 

5 6 7 8 9 10 11 12 13 14 15 16 17 18
1 10 8

1 10 7

1 10 6

1 10 5

1 10 4

1 10 3

0.01

0.1

1

BMn

10 4

n

.

 
Fig. 1. Maximum values of relative error BM depending on number n  

of iteration being subject to Aitken’s extrapolation 
 

3. Determining the principal value of singular integral 
 

As an example the following singular integral was considered 
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where  1,1a . 
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By calculating the integral 
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By reaching in (10) limit 0h , the principal value of the singular integral (8) is 
obtained, which is given by 
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In order to apply Aitken’s extrapolation, and using the procedure of numerical 
integration from MathCad program, the value of the integral was determined 
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for m = 1, 2, 3; m
mh  2  , and subsequently formula (1) was applied.  

The value of relative error obtained for the result (in relation to (11)) 
equaled 15105,1  . In the case of using the parabola method to calculate the integrals 
present in formula (12) the obtained value of relative error equaled 10102,1  . 

Figure 2 shows the integrand function curve
ax

xxf


)(  (for a=0,2) present in 

the integral (8). 
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Fig. 2. The curve of function 2,0;)( 
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As another example the following singular integral was considered 
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where  1,1a . 
The principal value of the singular integral (13) was given by 
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Using the procedure of numerical integration from MathCad program, the value 
of the integral was determined:  
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for a = -0,8; m = 1, 2, 3; m
mh  2 , and subsequently formula (1) was applied. 

The value of relative error obtained for the result equaled 151033,7  . 
 

4. Determining the value of improper integral 
 

As an example the following improper integral was considered 


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0 2

sin dx
x

xI           (16) 

An integration interval Nx ,0  was divided into N sub-intervals of a 
size h . The rectangle method was used to calculate the value of function 

x
xxf )sin()(   in points 

2
12 


ixi  where: i=0,1,...,N.  

In accordance with the rectangle method, the value of the integral was determined 
for varying n; n = 0,1,...,N 
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To the sequence of partial sums (17) multiple Aitken’s extrapolation (formula 
(2)) was applied and the obtained result was burdened with an error equal 
to 15105  . 
 

5. Accelerating the convergence of solution in one-point iteration method  
 

Several methods of approximate solving of nonlinear equations boil down to the 
one-point iteration method, which is given by  

 nn xx 1            (18) 
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Also in this case, Aitken’s extrapolation helps to accelerate the convergence of 
formula (18) solution. 

As an example, the determination of the root of the following equation was 
investigated: 

0)ln(2)(  xxxf          (19) 
Equation (19) can be transformed into an equivalent form 

)2exp(1 nn xx           (20) 
For the obtained sequence  nx , where: 5,00 x ; 10;,...,1,0  NNn  multiple 

Aitken’s extrapolation is used – formula (2). The result obtained in this way is 
burdened with a relative error 9106,4  . In order to obtain such accuracy while using 
formula (20) N=121 terms of the sequence would have to be taken into account. 
When considering only N=10 in (20), the obtained result is burdened with a relative 
error 3,38%. 

Interesting qualities characterize the modified Aitken’s extrapolation method, the 
so called active Aitken’s extrapolation [4]. In this method, starting from value 0x , 

1x and 2x  are consecutively derived in accordance with formula (18). Then formula 
(1) is used to obtain value 2x . Beginning with value 2x the next two terms of the 
sequence are calculated based on formula (18). 

The described algorithm can be written as 
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Applying formula (21) to equation (20), for 5,00 x ; 10;,...,1,0  NNn , the 
solution burdened with a relative error 121083,1  is obtained. The error is more 
than 1000 smaller than the error obtained in the multiple extrapolation method 
( 9106,4  ). The modified Aitken’s extrapolation method has yet another advantage, 
namely, it can be applied to a divergent sequence. To illustrate that, formula (19) 
can be used, which can be transformed into the following form 

 
2

ln
1

n
n

xx             (22) 

The application of algorithm (21) to formula (22) provides the solution (N = 10) 
with a relative error 101028,2  . It should be noticed that the sequence )( nx derived 
from formula (22) is divergent since the convergence condition  nx < 1 [4] is not 
met. A similar quality belongs to the multiple Aitken’s extrapolation method which 
provides solution for the divergent sequence  nx , yet it presents slower 
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convergence than the active Aitken’s extrapolation method – in the example under 
study the relative error of the solution is 41085,2  . 

The best effects of accelerating the convergence of the solution of formula (18) 
were obtained using Wegstein’s method which is given by [7]: 
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Applying formula (23), to both (20) and (22), the relative error of solution for N = 8 
was smaller than 15101  . 
 

6. Conclusions 
 

The paper investigated the application of Aitken’s extrapolation to solve selected 
problems of numerical analysis. 

In the case of approximate solving of large sets of linear equations, Aitken’s 
extrapolation proved useful for the sequence of solutions obtained through Jacobi’s 
method. Thanks to the application of the single Aitken’s extrapolation to the last 
three terms of the sequence, the relative error of solutions was smaller than 4101  . 
Taking into account the fact that the amount of the considered terms of the sequence 
did not exceed 12, the proposed method is competitive with other methods of solving 
the sets of linear equations with respect to calculation complexity. An additional 
advantage of this method is the possibility of abandoning the dominant main 
diagonal condition in relation to matrix A (formula (3)), which limits applicability of 
Jacobi’s method. Aitken’s extrapolation method can be applied to spectral 
radius )5,0( . 

The following two examples concerned determining the principal value of 
singular and improper intervals. In the case of the singular integral, the integrand 
function’s discontinuity within the integration interval was present. The substantial 
accuracy of results was reached with little calculation complexity – the relative error 
did not exceed the value of 10102,1  . The fact that the integral in section IV was 
improper resulted from the infinity of the integration interval. The application of the 
multiple Aitken’s extrapolation to the sequence obtained through the rectangle 
method provided the result’s relative error equal to 15105  . 

In section V the acceleration of the sequence convergence of equation (18) 
solutions was discussed. Furthermore, the usefulness of the multiple Aitken’s 
extrapolation and active Aitken’s extrapolation was ascertained. Both of these 
methods can be used in the case when the sequence of solutions of equation (18) is a 
divergent sequence.  
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