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1. Introduction

Preventive maintenance (PM) is important for the operation of 
a generating unit to avoid deteriorations and catastrophic failures. 
Generally, there are two types of preventive maintenance strategies, 
i.e. scheduled maintenance and condition-based maintenance (CBM) 
[1, 14, 17]. For scheduled maintenance (also called planned main-
tenance), the PM is carried out in accordance with established time 
intervals. With rapid development of instrumentation and measure-
ment technology, more efficient maintenance types are needed, such 
as condition-based maintenance (CBM). For CBM, the maintenance 
action taken at each inspection is determined once the state of the 
system is higher than the specified control-limit [3, 9, 16]. In the class 
of control-limit policy, maintenance decision is made by comparison 
of degradation level to the critical thresholds, e.g. in [3]. Furthermore, 
functional failure and potential failure was defined by the failure 
threshold in [16]. The problem of what PM control-limit should be 

and how it should be obtained has been an increasingly attractive re-
search topic, e.g. in [4, 5, 25].

The PM thresholds can be categorized into two main types cor-
responding to various system performance measures, such as a condi-
tion monitoring index and an integrated reliability index [14]. For the 
threshold based on a condition monitoring index [7, 24], the condi-
tion monitoring index can be obtained from monitoring items, such as 
wear, temperature, pressure, etc. For example in [24] the PM thresh-
old was based on the wear measurement, while a kind of control-limit 
based on laser’s operating current was studied in [7]. Another type of 
threshold is set on the integrated reliability index, and it is derived 
from both event data and condition monitoring data [9, 14]. When 
the reliability of the assets is influenced and/or indicated by different 
risk factors, which are so-called covariates, the condition monitoring 
data can be extended to both environment covariates and condition 
monitoring covariates [9]. Most of the covariate models are devel-
oped based on the Proportional Hazards Model (PHM) [6] and more 
extended models can be referred to [9, 14]. For example, a kind of 
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Stosując strategie utrzymania ruchu uwzględniające bieżący stan techniczny obiektu (condition based maintenance, CBM) oparte 
na pojęciu progu konserwacji koniecznej (control limit), najczęściej przywiązuje się wagę do stanu samego sprzętu, ignorując przy 
tym niestałe warunki zewnętrzne. Należy jednak pamiętać, że w przypadku agregatów prądotwórczych wchodzących w skład ukła-
dów elektroenergetycznych, koszty przestoju zależne od ceny energii elektrycznej mają wpływ na opłacalność stosowania strategii 
progu konserwacji koniecznej. Aby powiązać CBM z modelem kosztów niestałych, zaproponowano strategię progu konserwacji 
koniecznej, w której wysokość progu uzależniona jest od ceny prądu elektrycznego (electricity price-dependent control-limit policy, 
EPCLP). Przyjęcie takiej strategii pozwala uwzględnić koszty przestojów zależne od czasu. W EPCLP, progi czasowe konserwacji 
zapobiegawczej są bardzo elastyczne, co pozwala  na ich regulację zgodnie z aktualną ceną energii elektrycznej. Strategia umoż-
liwia redukcję kosztów w danym horyzoncie planowania. W celu porównania proponowanej strategii ze strategią stałego progu 
konserwacji koniecznej, w pracy przeanalizowano optymalne progi czasowe konserwacji koniecznej oraz koszty utrzymania ruchu 
dla różnych stosunków przestoju do kosztu, różnych wartości niezawodności, różnych procesów kowariantnych oraz różnych sce-
nariuszy zmian cen energii elektrycznej. Zakres zastosowania proponowanej strategii oceniano za pomocą analizy czułości.

Słowa kluczowe: agregat prądotwórczy, system wieloelementowy, utrzymanie zależne od bieżącego stanu tech-
nicznego, strategia progu konserwacji koniecznej, cena energii elektrycznej.
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PM threshold of control-limit policy (CLP) was proposed based on 
the PHM in [2]. A kind of preventive replacement threshold was pro-
posed based on the deterioration level in presence of environmental 
covariates in [26]. 

Alternatively, dynamic control-limit policy, as a new kind of con-
trol-limit, has been applied to construct dynamic thresholds. It has 
been shown to have a cost-saving and a better generalization capabil-
ity than conventional constant control-limit policy.  The studies about 
dynamic control-limit policy can be classified mainly into three cat-
egories, such as inspection rate-dependent threshold [5], age-depend-
ent threshold [4, 8, 15] and degradation-dependent threshold [26]. For 
an inspection rate-dependent threshold [5], the higher the inspection 
rate, the higher the degradation-type PM threshold. It makes sense 
that more frequent inspections lead to more timely warning if system 
is near to failure. For an age-dependent threshold, PM threshold de-
creases in age and should be triggered by smaller signal values when 
it deteriorates [4]. The PM threshold can also be non-decreasing in 
age and it can be more tolerant of larger signal values for older sys-
tems, if there is increasing accuracy in predicting the future signal 
value [8]. For a degradation-dependent threshold, Zhao et al. [26] pro-
posed an adaptive maintenance decision to take into account the state 
of covariates to dynamically adapt the PM threshold. However, much 
further improvements of dynamic control-limit policy are needed with 
respect to both internal condition (e.g. degradations) and un-constant 
external condition (e.g. non-constant cost), especially for the applica-
tion of a generating unit.

In a power system, to raise the market competitiveness for a gen-
erating unit, not only the reliability should be improved, but the eco-
nomical performance should be improved as well. Although most of 
the CBM decisions are made based on degradation condition, it is 
worth noting that the time-dependent downtime cost can occur for 
each maintenance and replacement action. During the maintenance 
duration, the downtime cost is an important part of the total mainte-
nance cost. The downtime cost is fluctuant according to the time-de-
pendent electricity price, since electricity price is the main influence 
factor for time-varying downtime cost. As a result, the problem needs 
to be addressed that how to further reduce the maintenance cost in 
terms of time-varying downtime cost for a generating unit.

Although control-limit policy is widely applied to condition-
based maintenance, existing control-limit policies do not examine the 
non-constant cost in CBM optimization. In terms of the CBM optimi-
zation based on cost criteria for a generating unit, the time-dependent 
electricity price can not be ignored since it can cause the fluctuation 
of downtime cost. However, the research about this problem is limited 
[2], so extended CLP considering non-constant cost is in needed of 
research. Inspired by the control-limit policy for CBM, we decide to 
make a linkage between non-constant cost and the control-limit policy 
for CBM. As a result, we extend the constant control-limit policy to 
an electricity price-dependent control-limit policy to deal with the 
electricity price-dependent downtime cost in CBM. In this paper, we 
consider the influence of both the degradation and the electricity price 
on the control-limit policy. Compared to CLP, the proposed EPCLP 
can take advantage of time-dependent electricity price in order to per-
form PMs economically to achieve the minimal maintenance cost, by 
assigning different thresholds to different electricity price levels. The 
proposed EPCLP can be much more flexible for a generating unit, in 
terms of both reliability and cost-effectiveness.

The rest of this paper is structured as follows: section 2 describes 
the proposed electricity price-dependent control-limit policy; in sec-
tion 3, an extensive computational analysis is conducted for evalu-
ation of the proposed EPCLP in a comparison to the constant CLP; 
concluding remarks are given in section 4.

2. Electricity price-dependent control-limit policy

After symbols and abbreviations are listed in section 2.1, section 
2 has three primary stages. In section 2.2, the conventional control-
limit policy is described before the proposed policy. Next, in section 
2.3, the structure of the proposed electricity price-dependent control-
limit policy is illustrated, and the innovations and characteristics are 
proposed. And then, in section 2.4, the modelling and calculation pro-
cedures are described for CBM optimization in terms of the proposed 
policy.

2.1. Symbols and abbreviations

Model parameter

hi hazard rate of component i

βi , ηi Weibull shape parameters and scale parameters for 
component i

ait age of component i at time t
zit covariate value of component i at time t
γi corresponding coefficient of the covariate for com-

ponent i
ept electricity price at time t
Ki difference between the cost of per CM and the cost 

of per PM for component i
CdL, CdH, CdM downtime cost during above-average, average and 

below-average electricity price periods respec-
tively

Fit probability of sudden failure at time t for compo-
nent i

Δt inspection interval
cci, cpi, coi cost for each CM, PM and OM, respectively
cdt downtime cost at time period t
x simulation scenario
Wx cost rate for simulation scenario x
Ns number of degradation simulations
E(C) expected cost rate
λ downtime cost ratio, i.e., DCR 
TcL, TcM, TcH number of continuous periods for below-average 

price, average price and above-average price, re-
spectively

TsL, TsM, TsH sum of the periods for below-average price, aver-
age price and above-average price, respectively

Model variable

d1(ept) level-1 thresholds dependent on the electricity 
price at time t

d1H, d1M, d1L level-1 thresholds for above-average, average and 
below-average electricity price, respectively

d2 level-2 threshold

Abbreviations

PM Preventive Maintenance
CBM Condition-based Maintenance
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CM Corrective Maintenance
OM Opportunistic Maintenance
PHM Proportional Hazards Model
SARIMA Seasonal Autoregressive Integrated Moving Average
CLP Control-limit policy
EPCLP Electricity price-dependent control-limit policy

2.2. Control-limit policy

A valuable statistical procedure for estimating the risk of equip-
ment failure is the proportional hazard model (PHM) if it is subjected 
to condition monitoring [6]. A form of PHM combines a baseline haz-
ard function h0 along with a factor that takes into account covariates to 
improve the prediction of failure. In this paper, a Weibull PHM [14] is 
applied and it is calculated by Eq. (1). It is a joint model of PHM and 
Markov property for covariate evolution.

 h h z a zit i it i it i i it i
i= ( ) = ( ) ( )−

0
1exp expγ β η γ ηβ   (1)

where βi, ηi are Weibull shape parameters and scale parameters, re-
spectively, for component i. ait is the age of component i at time t, zit is 
the covariate value of component i at time t, and γi is the correspond-
ing coefficient of the covariate.

A possible realization of the time evaluation of a component is 
illustrated in Fig. 1. For each component of a power generating unit, 
both sudden failure and degradation failure can occur [9]. Therefore, 
at each inspection time, there can be four possible events for each 
component, including CM, PM, OM or no maintenance actions. If 
the hazard hit exceeds the predetermined control-limit levels, PM will 
be performed. If the multi-component system continues on operation 
without any maintenance action, covariate state of each component i 
will follow the Markov process. Based on the state transition prob-
ability matrix we can obtain the sample covariates zk+1 at next in-
spection based on the current value of covariates zk. Covariates of 
each component can be selected by the EXAKT software [2]. For each 
component, the covariate state can be modelled by the Markov proc-
ess [13, 18, 19]. The accumulated values of ppm metals behaved as a 
homogenous Markov process in [13], and a continuous time homog-
enous Markov process was modelled for the degradation state in [19]. 
The control-limit replacement policies for deteriorating systems were 
established by PHM which was dependent on its age and the condition 
monitoring state [18].

2.3. Structure of an electricity price-dependent control-limit 
policy

To deal with the time-dependent downtime cost due to the fluc-
tuating electricity price, we extend the PHM based CBM policy for 
multi-component system to an electricity price-dependent control-
limit policy (EPCLP) from a constant control-limit policy (CLP). 
Instead of the constant control-limit, the threshold for the EPCLP is 
adjusted to different electricity price levels (e.g. above-average, aver-

age and below-average). The level-1 thresholds d1 are d1H, d1M and 
d1L for above-average, average and below-average electricity price, 
respectively, such that:
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where epU, epL are the upper and lower bound of electricity price, 
respectively. Meanwhile, epm+∆ep, epm-∆ep are the upper and lower 
bound of average level for electricity price, respectively. 

The proposed EPCLP for CBM for a hydro generating unit as a 
multi-component system is proposed as follows:

For component 1) i, perform CM if a sudden failure occurs with 
the probability Fit.
For component 2) i, perform PM if Kihit ≥d1(ept); 
If the system is shut down for the maintenance (e.g. PM or 3) 
CM), perform OM on the component l if Klhlt>d2.

A schematic representation of the EPCLP is presented in Fig. 2 
to illustrate the cost-effectiveness of the proposed policy, compared 
to the constant CLP. For simplicity, the example describes a single-
component system instead of a multi-component system. As the haz-
ard rate of the component increases from the initial time or after each 
maintenance, it can meet dL<d (respectively, dH>d) during the low 
(respectively, high) price periods. Here, dL, dH, dM are threshold for 
EPCLP, while d is the constant threshold. As a result, PM can be per-
formed during low price periods with much higher probability by EP-
CLP compared to the constant CLP. So the downtime cost is in total 
(CdH+CdH+CdM) for the constant CLP, while the downtime cost is in 
total (CdL+CdH+CdM) for EPCLP. The proposed policy can achieve a 
cost-reduction of (CdH-CdL) compared to the constant CLP in this ex-
ample, since EPCLP is more flexible than CLP. From the illustration, 
EPCLP can be cost-efficient by balancing the timing of the outages, 
as well as by balancing the PMs and CMs. 

However, for the trade-off among the costs of PM, CM and outag-
es to achieve a minimal cost for the EPCLP, PM cannot necessarily be 
performed during below-average price periods with high probability 
for all cases. The problem is complicated since optimal thresholds are 

Fig. 1. Tree of possible events for component i at time

Fig. 2 Schematic representation of the epclp compared to clp
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sensitive to both the reliabilities of the multi-component system and 
the relationships between the various costs, as well as the degradation 
process and electricity price scenarios. 

Qualitatively, for cases with high reliability levels and less number 
of above-average price periods, it can be cost-efficient to perform PM 
during above-average price periods, since the PMs and outages can be 
reduced effectively. While for cases with low reliabilities and a large 
number of above-average price periods, it would be cost-efficient to 
perform PM during high price periods. 

When the downtime cost is higher, it could be cost-effective to 
perform fewer PMs, more CMs and fewer outages. So the threshold 
can be lower for the below-average electricity price level with fewer 
continuous periods. Conversely, if the downtime cost is lower, it could 
be cost-efficient to perform more PMs with fewer CMs. So the thresh-
old of the electricity price level which has more continuous periods 
may be much lower. The advantage of the proposed policy in terms 
of the cost-efficiency can be verified by the results of the simulations 
in section 3.3.

However, for cases with much higher reliabilities, or with much 
lower downtime costs, the advantage of the proposed policy is not 
so significant. For cases with much higher reliabilities, few PMs are 
needed, so the cost-saving of EPCLP can be insignificant, the same 
goes for the cases with much lower downtime costs. Sensitivity analy-
sis will be proposed in Section 3.3. 

2.4. Modelling of an electricity price-dependent control-
limit policy for CBM 

Since the failure cost is generally much higher than that of per-
forming PM, sufficient PMs can reduce failures but cost will be in-
creased as well. So a trade-off exists between the scheduling of PMs 
and CMs. The objective of the problem is to obtain the optimal PM/
OM thresholds to minimize the average cost of maintenance and loss 
due to downtime during the planning horizon. 

Based on these explanations, the EPCLP can be stated as follows: 
given the fluctuating electricity price, with having the stochastic deg-
radation process and the relations specifying the permissible of main-
tenance actions, the problem is to the assign the dynamic thresholds 
to PMs and OMs, and the maintenance cost rate is minimized. The 
assumptions used in this problem are as follows: 

The component degradation process can be described by the 1) 
proportional hazard model, with covariates observable at each 
inspection.
The components of the system are independent in degradations 2) 
and failure processes.
The components are economically dependent. The loss of pro-3) 
ductivity during downtime is incurred if the generating unit is 
shut down for CM or PM. The loss of productivity is incurred 
only once for each outage.
We focus on the maintenance optimization in this study, so the 4) 
inspection interval is not a design variable in the optimization 
problem. The inspections are assumed to be scheduled accord-
ing to fixed intervals, so we can assume they are performed at 
zero cost.
Each component may suffer random failure only once during 5) 
each inspection interval. A failure may happen during the in-
spection interval or just at the inspection time. For simplifica-
tion, we assume failures just occur at the inspection time, and 
so do the maintenance actions.
During downtime the components do not deteriorate.6) 
Both CM and PM can fully recover the component to an as-7) 
good-as-new condition.

The mathematical formulation for the problem is given as fol-
lows:
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Eq. (3) is the objective function which indicates the purpose of 
identifying electricity price-dependent threshold sets that achieves the 
minimum expected maintenance cost over all possible degradation 
scenarios. Eqs. (4) state the maintenance cost rate for each degrada-
tion scenario x over the whole planning horizon NT, including mainte-
nance costs and downtime costs. Constraints (5) state a sudden failure 
will occur with the probability Fit, and it can be determined by the 
stochastic variable uit. Constraints (5) ~ (7) determine whether CM, 
PM and OM will occur respectively for component i during period 
t for degradation scenario x. Constraints (8) guarantee the first-level 
thresholds be greater than the second-level threshold. Constraints (9) 
determine the sudden failure probabilities [23]. Constraints (10) im-
pose the normal distribution on the stochastic variable uit. 

Furthermore, to determine the value of PM threshold, the opti-
mization of thresholds can be achieved by certain criteria such as 
cost, reliability and availability criteria. For example, an optimal PM 
threshold was derived by minimizing the average maintenance cost in 
[2, 18]. A double-level PM threshold for a multi-component system 
was optimized on cost criteria as well in [23]. 

The proposed maintenance policy is evaluated by the average cost 
in the planning horizon, taking into account the cost of each type of 
maintenance action and downtime costs. In order to have sensible re-
sults, the maintenance cost evaluation is implemented using Monte 
Carlo simulation [22]. The simulation generates a large number of 
degradation scenarios. Each component undergoes stochastic transi-
tions between the possible covariate states, evolving through condi-
tions of availability and unavailability due to PM or sudden failure. 
For each simulation scenario x, the cost rate, including total mainte-
nance cost and loss of productivity, will be calculated, denoted by 
Wx if the thresholds, d1(ept) and d2, are given. The probability for 
each degradation scenario is px. After Ns simulations, the expected 
cost rate EC under given thresholds, d1 and d2, can be estimated. The 
simulation procedures will continue until it satisfy the convergence 
criterion [20], and the number of valid simulations can be determined. 
The overall Monte Carlo simulation for EPCLP for a power generat-
ing unit is outlined in Fig. 3.
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4. Computational experiments

In summary, the proposed electricity price-dependent control-
limit policy (EPCLP) is an enhancement of constant control-limit 
policy (CLP). The maintenance actions using EPCLP and CLP and 
the comparison results of these two kinds of policy are discussed in 
Section 3.2. In order to achieve better insight into the performance of 
the EPCLP for CBM in Section 3.3, EPCLP is compared with the CLP 
in terms of the following four factors, downtime cost ratios (Section 
3.3-1), reliabilities of the multi-component system (Section 3.3-2), 
covariate processes (Section 3.3-3), electricity price scenarios (Sec-
tion 3.3-4).

3.1. Dataset

We present a simulation study to illustrate the effectiveness of the 
proposed policy for a generating unit as a multi-component system. 
The capacity of the generating unit is set to be 25MW. PHM param-
eters, including a shape parameter, a scale parameter and a covariate 
parameter for each component, are listed in Table 1. The parameter γ 
is the covariate parameter which indicates the degree of influence a 
covariate has on the hazard. The costs of various maintenance actions 
for each component are listed in Table 1, including costs for CM, PM 
and OM, and the unit of the each maintenance cost is $1000. The pos-
sible values for zit are Zl, which represent selected covariate bands. In 
this example, the values are set to be Z0=0, Z1=35, Z2=60 and Z3=85 
which represent the condition monitoring states. The state transition 
matrix of each component, listed in Table 2(a-c), is derived from a 

month interval, and the covariates of each component are assumed to 
be independent. 

The electricity price history profiles are from the Monthly Loca-
tional Marginal Pricing of the PJM Power Market [21]. For the iden-
tification of a statistical model, we use the weekly electricity price 
profile of twelve years from 1999 to 2012. A SARIMA model is ap-
plied to model the time series for the electricity price ept,t∈ℤ [11]. 
SPSS is used to identify a SARIMA(2,1,2)×(1,1,0)52 model for the 
electricity price ept during period t. Introducing Yt:= ept −ept-1−( ept-52 
−ept-53), it reads:

( )*
1 1 2 2 1 52 1 53 2 54 1 1 2 2 0t t t t t t t t ty y y y y yφ φ φ φ φ ε θ ε θ ε θ− − − − − − −− − − − − = − − +  

The estimated model coefficients are:

( ) ( ) ( ) ( )*
1 2 1 1 2 0, , 0.604,0.346, 0.47 , , , 0.175,0.8, 0.37φ φ φ θ θ θ= − − = − −

Furthermore, εt, t∈ℤ are independent, normally distributed ran-
dom variables with mean 0 and variance 11.26.

The stochastic electricity price process is approximated by a sce-
nario tree [10]. According to the SARIMA equation, a large number 
of simulated price scenarios are generated using an i.i.d. realization 
of t. Then the empirical means of the forecasting electricity price can 
be derived from simulation price scenarios. In this study, the planning 
horizon is set to be three years. The monthly electricity price of the 

second and third years are assumed to be identical 
with the price process of first planning year, since 
historical electricity price records are not enough 
for predicting electricity price process accurately 
over the next two years. 

The ranges of the average price, above-average 
price and below-average price are defined to be 
[epm −∆ep, epm +∆ep], [epm +∆ep, epU], and [epL, 

Table 1. Parameters of proportional hazards model and CM, PM and OM cost for critical components

component Shape
Parameter β

Scale
Parameter η

Covariate
Parameter γ

CM cost
($1000)

PM cost
($1000)

OM cost
($1000)

hydro turbine 3 1000 0.060 213 24 12

generator 2 1500 0.044 150 20 10

transformer 3 800 0.053 210 24 12

Table 2(a)   Transition probability matrix of condition indictor of hydro turbine

Bands [0,35) [35,60) [60,85) [85,100]

[0,35) 0.72350 0.25340 0.02258 0.00052

[35,60) 0.03301 0.85120 0.11490 0.00089

[60,85) 0.01800 0.19220 0.78710 0.00270

[85,100] 0 0 0 1

Table 2(b) Transition probability matrix of condition indictor of generator

Bands [0,35) [35,60) [60,85) [85,100]

[0,35) 0.79850 0.18180 0.01921 0.00049

[35,60) 0.02815 0.83270 0.13840 0.00075

[60,85) 0.02110 0.12250 0.74320 0.11320

[85,100] 0 0 0 1

Table 2(c) Transition probability matrix of condition indictor of transformer

Bands [0,35) [35,60) [60,85) [85,100]

[0,35) 0.73590 0.23310 0.03038 0.00062

[35,60) 0.00926 0.82920 0.16070 0.00084

[60,85) 0.00794 0.09850 0.81030 0.08326

[85,100] 0 0 0 1

Fig. 3. Monte carlo simulation method for EPCLP for a power generating 
unit
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epm−∆ep], respectively. epm represents the mean value of the expected 
foresting electricity price and is $52/MWh in this case. The parameter 
∆ep is set to be $5/MWh to divide the forecasting electricity price into 
three different levels.

The thresholds [d1, d2]=[d1L, d1M, d1H, d2] are defined within the 
range ($1000/day) while the discretization accuracy (log10) = 0.5 for 
each component. For simplification the unit of the threshold ($1000/
day) will not be mentioned, and the values of the thresholds are all in 
logarithm scale (base 10) for the rest of the paper.

3.2. Comparison of EPCLP and CLP for the Mean Forecasting 
Electricity Price

To confirm the performance of the proposed policy, we take the 
mean forecasting electricity price scenario for an example. The results 
(Table 3) show that the electricity price-dependent threshold d1=[d1L, 
d1M, d1H] is [-1, -1, 0]. The thresholds of below-average and average 
price periods are much lower than that of above-average price peri-
ods. The minimum of the price-dependent thresholds, min(d1)=-1, is 
much lower than the constant threshold d1=-0.5. Meanwhile, the max-
imum of the price-dependent thresholds max(d1)=0 is greater than the 
constant threshold. Compared to the constant CLP, more PMs can be 
performed by the proposed policy to reduce failures. Specifically, the 
average number of PMs is increased to 14.0 from 8.0 by the proposed 
policy, the average number of CMs is reduced to 1.3 from 2.2, and the 
average number of outages is increased to 11.7 from 9.8. As a result, 
the average cost is reduced by (960-890)/960=7%. The standard error 
of the estimated cost is around $5/day and the standard error of the 
average number of the event (outage, CM, PM or OM) is 0.1.

The optimal thresholds of the proposed policy make sense in this 

case. Generally, the total cost for each PM (includ-
ing PM cost and downtime cost) is much lower 
than the total cost for each failure (including CM 
cost and downtime cost). Therefore, it is cost-ef-
fective to reduce failures by performing more PMs 
compared to the CLP.

Furthermore, the comparison of the event prob-
ability distributions between the EPCLP and CLP 
is shown in Fig. 4. The vertical axis indicates the 

probability of the event (e.g., outage, CM, PM or OM) occurred at 
time t. The event probability can be approximately estimated by the 
percentage of times the event occurs at time t over all the total simu-
lations. For example, if the failure event at time t occurs 100 times 
over a total of 3000 simulations, the probability of the failure is esti-
mated to be 100/3000=3.3%. Compared to the constant CLP, PM can 
be performed during below-average and average price periods with 
much higher probabilities by the proposed policy as shown in Fig. 4. 
Meanwhile, the probabilities of failure (or CM) by the EPCLP are 
generally lower than that of the constant CLP during the planning 
horizon. So this case shows that the number of failures can be reduced 
significantly by the proposed policy.

3.3. Study Results and Discussions for Sensitivity Analysis for 
EPCLP  

Influence of downtime cost ratios (DCR)1) 
To analyze the effect of different DCR to optimal EPCLP, DCR 

is defined by λ=cd/(cd+cp+cc). Here, cp is the average of cpi, cc is the 
average of cci and cd is the average of cdt. DCR increases with higher 
downtime cost while cp and cc are fixed. For the mean price scenario, 
the proposed policy can offer a 3% to 7% cost-saving over the CLP 
(Table 4) within the valid range of DCR λ≤0.35. As λ increases from 
0.12 to 0.35, the number of CMs increases with the number of PMs. 
It can be cost-effective to reduce the outages by increasing CM for 
higher DCR. Therefore, CM is increasing, and number of PMs and 
outages are decreasing while λ is increasing. For higher DCR (e.g. 
λ>0.35), EPCLP is no longer cost-effective since less PM is needed.

The valid DCR can be categorized into low and high downtime 
cost in terms of the different optimal thresholds. Thresholds d1 are 

[−0.5, −1, 0] and [−1.5, 0, 0] for 
low DCR (e.g. λ=0.12 or λ=0.21) 
and high DCR (e.g. λ=0.35), re-
spectively. The reason for the 
difference of the optimal thresh-
olds is that performing more 
PMs are cost-effective for cases 
with lower DCR while fewer 

PMs are needed for cases with higher DCRs.

Influence of reliability levels2) 
The threshold of the proposed policy can be 

influenced by the reliability of the multi-compo-
nent system, as well as the DCR. In the sensitivity 
analysis of reliability levels to the PM threshold, 
five cases with different values of the scale pa-
rameter η in the PHM model are tested. For case 
R1, the scaling parameter η are [1000 1500 800] 
and for case R2, the scaling parameter η are set to 
be [1000 1500 800]×2, and so on. The higher the 
scale parameter η, the higher the reliability is.

For case R1 with λ=0.12, the optimal 
thresholds are [−1, −1, 0] (Table 5). Whereas, 
for cases with the higher reliability levels, e.g. 
R2, R3, R4, the optimal thresholds are [−1.5, 0, 

Table 3. Results for the case with downtime cost ratio 0.12 for EPCLP compared to constant CLP

policy d1 d2 Outages CM PM OM cost ($/day) cost-saving

EPCLP [-1,-1,0] -1.1 11.7 1.3 14.0 3.2 890
7%

CLP -0.5 -1 9.8 2.2 8.0 5.6 960

Table 4. Optimal results of the EPCLP for mean price scenario with various downtime cost ratios

λ d1 d2 Outages CM PM OM Cost of
EPCLP

cost of 
CLP

cost
-saving

0.12 [−0.5,−1,0] −1.1 11.7 1.3 13.9 3.2 900 960 7%

0.21 [−0.5,−1,0] −1.1 10.9 1.5 12.8 3.0 1200 1240 3%

0.35 [−1.5, 0,0] −2 8.4 2.7 9.9 11.5 1730 1810 4%

<0.5 −0.5 −1 9.5 2.2 8.5 7.1

Fig. 4. Comparison of the event probability distributions between the and CLP a) and EPCLP b) and CIS 
the forecasting electricity price
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0]. Since fewer PMs are needed for latter cases, 
the threshold of the price level which has the 
minimal continuous price periods should be the 
minimum. Nevertheless, for the mean price sce-
nario with low DCR (e.g. λ=0.12), more PMs are 
needed for cases with lower reliability levels. 
So for low reliability cases the optimal thresh-
olds are [−1, −1, 0] while the optimal thresholds 
are [−1.5, 0, 0] for high reliability cases. Since 
fewer PMs are needed as the reliability increas-
es, the threshold is minimal during the price pe-
riods for which the number of continuous time 
periods is minimal. It is economical to perform 
fewer PMs for cases with higher reliability lev-
els. And it is cost-efficient to set the threshold 
of the low price periods to be minimal since the 
continuous time periods ratio for different elec-
tricity price levels is TcL:TcM:TcH =3:9:6. 

The cost-saving of the proposed policy over the constant CLP (or 
over the CM policy) for various downtime cost ratios and reliability 
levels are shown in Fig. 5(a) and Fig. 5(b), respectively. The results 
show that the proposed policy can provide a cost saving of about 3% 
to 17% over CLP for the cases with valid reliabilities (e.g. R1, R2 
and R3) and DCRs (e.g. λ≤0.35). Whereas for cases with higher reli-
abilities (e.g. R4 and R5), the valid range of the DCR becomes much 
smaller, e.g. such as λ≤0.21 and λ≤0.12 for case R4 and case R5, 
respectively. For cases with higher reliabilities (e.g. R5) and higher 
DCR (e.g. λ≥0.21), the proposed policy can be no longer cost-effec-
tive than CLP since few PMs are needed.

Influence of covariate processes3) 
To analyze the influence of the covariate on the performance of 

the proposed policy, the parameterized transition matrix is:

 Mα

α α α α
α α α α
α α α α

=

−
−

−



















1 3 3 3
3 1 3 3
3 3 1 3

0 0 0 1

/ / /
/ / /
/ / /

.

Compared to the CLP, the cost-saving rate of EPCLP generally de-
creases as the parameter α increases (Fig. 6). For example, in the case 
when α=0.01 and λ=0.12, the cost-saving rate is 15%, and it is redu-

ced to 6% as a is increased to 0.2.
Since more PMs are needed as a increases, 

the optimal price-dependent thresholds can be 
affected as a result. For example, when DCR 
is λ=0.12, the optimal price-dependent level-1 
thresholds for 0.05≤α<0.2 and 0.2≤α<0.9 are 
[−1.5, −0.5, 0] and [−0.5, −1.5, 0], respectively. 
The changes of the optimal thresholds show that 
more PMs are needed for rapid covariate deg-
radation.

The threshold of the average price periods 
is set to be lowest since the number of continu-
ous middle price periods (TcM) is the highest. 
From the relationships between the optimal 
thresholds and the price scenarios (more details 
are discussed in Section 3.3-4), the ratio for con-
tinuous periods of low, average, and high price 
TcL:TcM:TcH is 3:9:6. The changes in the opti-
mal thresholds show that more PMs are needed 

for rapid covariate degradation. So the lowest threshold of the price-
dependent thresholds is set during the average price periods since the 
number of continuous periods for the average price is the largest.

Influence of electricity price scenarios4) 
For the electricity price-dependent control-limit policy, it is in-

structive to change the property of the electricity price scenario to 
analyze the influence of different price scenarios to the performance 
of the two policies.

From the results of the optimal thresholds for different price sce-
narios, there may exist specific relationships between the optimal 
thresholds and some specific properties of the electricity price proc-
ess. To verify this conjecture, 13 typical price scenarios are select-
ed from the total 59049 price scenarios (e.g. price scenario 00001, 
01249, 01250, 04150, 06292, 31321, 31869, 48037, 58002, 58888, 
58917, 58937 and 59030 are the label for the forecasting electricity 
scenarios). The price scenarios can be generated and reduced by the 
scenario generation method [12].

Table 5. Optimal results for the case with mean price scenario and λ=0.12 via 
the EPCLP

case d1 d2 Outages CM PM OM cost ($/day)

R1 [−1,−1,0] −1.1 11.7 1.3 13.9 3.2 890

R2 [−1.5,0,0] −2 4.2 1.3 5.3 5.1 510

R3 [−1.5,0,0] −2 3.1 0.7 4.1 3.1 320

R4 [−1.5,0,0] −2 2.7 0.4 3.3 2.5 230

Fig. 5. Cost saving rate of EPCLP over CLP a) and CM b) for different reliabilities and DCRS

Fig. 6. Comparison of EPCLP and CLP in terms of degradation parameter alpha



Eksploatacja i NiEzawodNosc – MaiNtENaNcE aNd REliability Vol.18, No. 2, 2016252

sciENcE aNd tEchNology

To summarize the relationships between the optimal thresholds 
and the electricity price scenarios from the simulation results, some 
properties of the electricity price scenarios can be detected. Firstly, 
TcL, TcM, TcH are defined to be the numbers of continuous periods for 
above-average price, average price and below-average price, respec-
tively. Secondly, TsL, TsM, TsH denote the sum of the periods for a low 
price level, an average price level and a high price level, respectively. 
As shown in Fig. 7, the ratio among the numbers of continuous peri-
ods for below-average price, average price and above-average price is 
TcL: TcM: TcH=3:2:1. Moreover, the ratio among the sum of the periods 
for a low price level, an average price level and a high price level is 
TsL: TsM: TsH=4:5:1.

The relationships between the optimal thresholds and price sce-
narios (Table 6) are summed up from the optimal thresholds of vari-
ous price scenarios. The relationship between the optimal thresholds 
and price scenarios can be summarized in terms of different DCRs.

Various price scenarios with low DCRs and low reliabilities;(1) 
For the cases with lower DCRs (e.g. λ<0.2) and lower reliabilities 

(e.g. case R1), more PMs are needed to be performed. The relation-
ship between the optimal thresholds and the price scenarios can be 
divided into three categories.

For the category (a) (e.g. scenario 00001, 58888, 58917, 58937, 
59030), the minimal threshold can be assigned to the price levels which 
achieve the highest number of continuous price periods max[TcL, TcM, 
TcH]. For the price scenario 00001, the largest number of continuous 
price periods is the average price, i.e. max[TcL, TcM, TcH]=max[6, 9, 
3]= TcM, the minimal threshold can be assigned to the average price 
levels, i.e. min[d1L, d1M, d1H]= d1M.

For the category (b) (e.g. scenario 04150, 06292, 31321, 48037), 
for the price level which achieves the highest number of continuous 
price periods, and the sum of the corresponding price periods is rela-
tively much higher than other price levels, the minimal thresholds can 

be assigned to the other price levels. For the price scenario 04150, the 
largest number of continuous price periods is the average price, i.e. 
max[TcL, TcM, TcH]=max[3, 7, 3]= TcM. And the sum of the periods for 
different price levels are [TsL, TsM, TsH]=[9, 18, 9]. The sum of the pe-
riods for average price level (TsM=18) is much larger than that of low 
and high price levels. If a minimal threshold is assigned to the aver-
age price level, much more PMs can be performed since TsM is much 
higher than TsL and TsH. As a result, too much PMs will be performed 
and the maintenance cost can be increased. So it will be cost effective 
to perform PM during the low and high price periods instead of during 
the average price periods for price scenario 04150. 

For the category (c) (e.g. scenario 01249, 01250, 31869, 58002), 
the largest continuous price periods max[TcL, TcM, TcH] are much high-
er than other price levels, the minimal thresholds can be assigned to 
the price levels with second largest continuous price periods. For the 
price scenario 01250, the largest number of continuous price periods 
is the average price, i.e. max[TcL, TcM, TcH]=max[6, 12, 6]=12=TcM, 
then min[d1L, d1M, d1H] can be assigned to the low price level.

Various price scenarios with higher DCRs (e.g. λ≥0.2) or high-(2) 
er reliabilities.

For the cases with higher downtime cost ratios (e.g. λ≥0.2 ) or 
higher reliabilities of the multi-component system (e.g. case R2), 
fewer PMs are needed. So the minimal threshold can be assigned to 
the price levels which have the lowest continuous price periods (e.g. 
scenario 01249, 1250, 04150, 06293, 31321, 31869, 48037, 58002, 
58917 and 59030) or the second lowest continuous price periods (e.g. 
scenario 00001, 58888 and 58937).

4. Conclusions 

This paper has proposed an electricity price-dependent control-
limit policy (EPCLP) for the power generating unit taking into ac-
count the electricity price-dependent downtime cost for CBM. Since 
the proposed EPCLP can take full advantage of the changes of the 
fluctuating electricity prices, it can make further maintenance cost re-
duction in comparison of the constant control-limit policy. From the 
extensive computational analysis, it can be concluded that the EP-
CLP holds a significant advantage of cost-saving if the downtime cost 
rates, reliabilities of the multi-component system and the covariate 
are among the valid ranges. Future extensions of this work will focus 

on the investigating optimal CBM policy 
for complex multi-component system that 
build on our control-limit policy. In addi-
tion, although we assume the forecasting 
electricity is deterministic, it is also possi-
ble to consider the case in which the fore-
casting electricity is of uncertainty. 
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Table 6. Specific relationships between the price scenarios and optimal thresholds via the price-dependent 
control-limit policy for case R1

cat-
egory

price
scenario TcL TcM TcH TsL TsM TsH

min[d1L, d1M, d1H]

λ<0.2 λ≥0.2

a

00001 6 9 3 24 9 3 d1M d1M

58888 6 9 3 18 9 9 d1M d1M

58937 3 9 6 9 9 18 d1M d1M

58917 6 9 6 12 12 12 d1M d1L

59030 3 9 6 9 9 18 d1M d1L

b

04150 3 7 3 9 18 9 d1H, d1L d1L

06292 3 7 3 9 15 12 d1H, d1L d1L

31321 3 7 3 9 18 9 d1H, d1L d1L

48037 3 7 3 9 18 9 d1H, d1L d1L

c

01249 6 10 3 15 18 3 d1L d1L

01250 6 12 6 15 15 6 d1L d1L

31869 6 12 6 12 12 12 d1L d1L

58002 6 12 6 12 12 12 d1L d1L

Fig. 7. Schematic representation of continuous periods C and cumulative pe-
riods S
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