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Abstract. In this paper, we consider periodic Schrödinger operators on the dumbbell-like
metric graph, which is a periodic graph consisting of lines and rings. Let one line and two
rings be in the basic period. We see the relationship between the structure of graph and the
band-gap spectrum.
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1. INTRODUCTION AND MAIN RESULTS

Quantum graph is a metric graph equipped with a differential operator on its edges
and vertex conditions on its vertices. There are a lot of papers on the spectral theory
for quantum graphs as seen in textbook [1]. In the book, quantum graphs related to
physical models are introduced. Especially, Korotyaev and Lobanov [7] investigated
the spectra of periodic Schrödinger operators on a zigzag nanotube, which is in a class
of carbon nanotube. In order to analyze the spectrum of the Hamiltonians, they gave
the unitarily equivalence between the operator and the direct sum of its corresponding
Hamiltonians on a quasi-1D periodic metric graph, which has a necklace structure.
Namely, they reduced the problem to Hamiltonians on the metric graph consisted of
lines and rings (see also [9] for the analysis of the spectrum of carbon nano-structures).
The model is called the degenerate zigzag nanotube. On the other hand, the quasi-1D
periodic graph consisting of only rings is considered by Duclos, Exner and Turek [2].

In this paper, we periodically add rings to the degenerate zigzag nanotube and
see the relationship between the structure of graph and the band-gap structure of the
spectrum. We consider the graph Γ seen in the following Figure 1 in the next page.
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Fig. 1. The graph Γ

Let r0 = 1
π , T = 4

π + 1, J = {1, 2, 3, 4, 5} and Z = Z × J. For (n, j) ∈ Z, we define the
segments Γn,j ⊂ R2 as follows:

Γn,1 =
{
(x, y) | {x− (r0 + Tn)}2 + y2 = r20, y > 0

}
,

Γn,2 =
{
(x, y) | {x− (r0 + Tn)}2 + y2 = r20, y < 0

}
,

Γn,3 = {(x, 0) | 2r0 + Tn < x < 2r0 + Tn+ 1} ,
Γn,4 =

{
(x, y) | {x− (3r0 + 1 + Tn)}2 + y2 = r20, y > 0

}
,

Γn,5 =
{
(x, y) | {x− (3r0 + 1 + Tn)}2 + y2 = r20, y < 0

}
.

Each segment Γn,j has the orientation from the minimum of x to the maximum of x
in Γn,j . For a function y defined on Γ, we abbreviate yα = y|Γα for α := (n, j) ∈ Z.
Since the length of each segment is 1, we identify every Γn,j as (0, 1) below. Ow-
ing to this identification, each yα can be identified with a function on the inter-
val (0, 1) through the local coordinate x ∈ (0, 1). Let Γ = ∪(n,j)∈ZΓn,j and con-
sider the Hilbert space H = ⊕(n,j)∈ZL2(Γn,j) equipped with the inner product
⟨ψ,φ⟩H =

∑
α∈Z⟨ψα, φα⟩L2(Γα) for ψ,φ ∈ L2(Γ).

For a real-valued function q ∈ L2(0, 1), we define

(Hfα)(x) = −f ′′
α(x) + q(x)fα(x), x ∈ (0, 1),

Dom(H) =





⊕

α∈Z
fα ∈ H

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

⊕
α∈Z(−f ′′

α + qfα) ∈ H,
fn,1(1) = fn,2(1) = fn,3(0),
−f ′

n,1(1) − f ′
n,2(1) + f ′

n,3(0) = 0,
fn,3(1) = fn,4(0) = fn,5(0),
−f ′

n,3(1) + f ′
n,4(0) + f ′

n,5(0) = 0,
fn,4(1) = fn,5(1) = fn+1,1(0) = fn+1,2(0),
−f ′

n,4(1) − f ′
n,5(1) + f ′

n+1,1(0) + f ′
n+1,2(0) = 0

for n ∈ Z





.

Here, for α ∈ Z, f ′
α(1) and f ′

α(0) imply f ′
α(1 − 0) and f ′

α(+0), respectively. The
vertex condition appearing in the definition of Dom(H) is called the Kirchhoff vertex
condition. The self-adjointness of the operator H is shown in a similar way to [7].

In order to analyze the spectrum of H, we need the spectral theory of the related
Hill operator H0 := −d2/dx2 + q in L2(R), where q ∈ L2(0, 1) is extended to the
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periodic function on R with period 1, that is, q(x) satisfies q(x+1) = q(x) for almost
every x ∈ R. Floquet–Bloch theory [3, 10, 13] gives us the band structure of σ(H0).
Namely, σ(H0) is purely absolutely continuous and consists of infinitely many closed
intervals. The intervals are characterized as follows. We consider the Schrödinger
equation corresponding to H0:

−y′′(x, λ) + q(x)y(x, λ) = λy(x, λ), x ∈ R, λ ∈ C. (1.1)

Let θ(x, λ) and φ(x, λ) be the solutions to (1.1) subject to the initial conditions

θ(0, λ) = 1, θ′(0, λ) = 0 and φ(0, λ) = 0, φ′(0, λ) = 1,

respectively. It is known that θ(x, λ), θ′(x, λ), φ(x, λ), φ′(x, λ) are entire in λ ∈ C.
The function ∆(λ) := (θ(1, λ)+φ′(1, λ))/2 is called the discriminant of the spectrum
of H0 or the Lyapunov function for (1.1). The function ∆(λ) ± 1 has infinitely many
real zeroes λ+

0 , λ
−
1 , λ

+
1 , λ

−
2 , λ

+
2 , . . . . They can be arranged such that λ+

0 < λ−
1 ≤ λ+

1 <
λ−

2 ≤ λ+
2 < · · · . The spectrum of H0 is given by the Lyapunov function ∆(λ) and the

zeroes of ∆(λ) ± 1 as follows:

σ(H0) = {λ ∈ R | |∆(λ)| ≤ 1} =
∪

j=1

[λ+
j−1, λ

−
j ].

For j ∈ N, the interval Bj := [λ+
j−1, λ

−
j ] is called the jth band of σ(H0). The con-

secutive bands Bj and Bj+1 are separated by the open interval Gj := (λ−
j , λ

+
j ). The

sequence {λ+
2j}∞

j=0 ∪ {λ−
2j}∞

j=1 is the spectrum of the equation −y′′ + qy = λy satis-
fying the periodic boundary condition of the period 1: y(x+ 1) = y(x) on R. On the
other hand, {λ+

2j−1}∞
j=1 ∪ {λ−

2j−1}∞
j=1 is the spectrum of the equation −y′′ + qy = λy

with the 1 anti-periodic boundary condition: y(x + 1) = −y(x) on R. If there exists
some j ∈ N such that λ−

j = λ+
j is valid, then the jth spectral gap is degenerate,

i.e., Gj = ∅. This implies that Bj and Bj+1 merge, or there exists an eigenvalue
whose multiplicity is 2, of −y′′ + qy = λy subject to the periodic or anti-periodic
boundary conditions. Let σD(H0) := {µn}∞

n=1 be the Dirichlet spectrum, namely, the
spectrum of the eigenvalue problem −y′′ + qy = λy with y(0) = y(1) = 0. Note that
σD(H0) = {λ ∈ R |φ(1, λ) = 0} and µn ∈ [λ−

n , λ
+
n ] for each n ∈ N = {1, 2, 3, . . . } (see

[12]).
Let us describe our theorems. For that purpose, we define

D(λ) = ∆(λ)

(
4∆2(λ) +

θ(1, λ)φ′(1, λ)

2
− 7

2

)
,

which is a discriminant of the spectrum of H. Moreover, let σ∞(H) be the set of all
eigenvalues of H with infinite multiplicities.

Theorem 1.1. We have σ(H) = σ∞(H) ∪ σac(H), where

σ∞(H) = σD(H0) and σac(H) = {λ ∈ R |D(λ) ∈ [−1, 1]}.

The discriminant D(λ) has the following properties:
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Theorem 1.2.

(i) We have limλ→−∞D(λ) = ∞.
(ii) For c ∈ (−1, 1), D(λ) − c has only real simple zeroes.
(iii) The function D′(λ) has only real simple zeroes λ0,1, λ0,2, λ0,3, . . . , which are sep-

arated by the simple zeroes η0,1, η0,2, η0,3, . . . , of D(λ). Namely, we have

η0,1 < λ0,1 < η0,2 < λ0,2 < η0,3 < λ0,3 < · · · . (1.2)

Furthermore, we have

D(λ0,2n) ≥ 1 and D(λ0,2n−1) ≤ −1 for any n ∈ N.

(iv) The function D(λ)−1 has only real zeroes. Let z+
0 , z

−
1 , z

+
1 , z

−
2 , z

+
2 , . . . be its zeroes

counted with multiplicities. Then, we have

z+
0 < z−

1 < z+
1 < z−

2 < z+
2 < z−

3 ≤ z+
3 < z−

4 < z+
4 < z−

5 < z+
5 < z−

6 ≤ z+
6 < · · · .

(v) The function D(λ) + 1 has only real zeroes. Let x−
1 , x

+
1 , x

−
2 , x

+
2 , . . . be its zeroes

counted with multiplicities. Then, we have

x−
1 < x+

1 < x−
2 ≤ x+

2 < x−
3 < x+

3 < x−
4 < x+

4 < x−
5 ≤ x+

5 < x−
6 ≤ x+

6 < x−
7 < x+

7 · · · .

(vi) We have the following inequality:

z+
0 < x−

1 < x+
1 < z−

1 < z+
1 < x−

2 ≤ x+
2 < z−

2 < z+
2 < x−

3 < x+
3 < z−

3 ≤ z+
3 < · · · .

Next, we describe the spectral properties of H. For that purpose, we prepare
notations. We put

q0 =

1∫

0

q(x)dx, q̂s,n =

1∫

0

q(x) sin 2nπxdx, q̂n =

1∫

0

q(x)e2πinxdx,

α±
1 = arccos

(
± 1

3

)
, α±

2 = arccos
(

± 2

3

)
,

v+
n,1 = α+

1 + 2nπ, v−
n,1 = α+

2 + 2nπ, v±
n,2 = (2n− 1)π, v+

n,3 = 2nπ − α+
2 ,

v−
n,3 = 2nπ − α+

1 , u−
n,1 = α−

1 + 2(n− 1)π, u+
n,1 = α−

2 + 2(n− 1)π,

u−
n,2 = 2nπ − α−

2 , u+
n,2 = 2nπ − α−

1 , u±
n,3 = 2nπ

for n ∈ N. We define the operators Hp and Hap in H as

(Hpfα)(x) = −f ′′
α(x) + q(x)fα(x), x ∈ (0, 1), α ∈ Z,
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Dom(Hp) =





⊕

α∈Z
fα ∈ H

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

⊕
α∈Z(−f ′′

α + qfα) ∈ H,
fn,1(1) = fn,2(1) = fn,3(0),
−f ′

n,1(1) − f ′
n,2(1) + f ′

n,3(0) = 0,
fn,3(1) = fn,4(0) = fn,5(0),
−f ′

n,3(1) + f ′
n,4(0) + f ′

n,5(0) = 0,
fn,4(1) = fn,5(1) = fn+1,1(0) = fn+1,2(0),
−f ′

n,4(1) − f ′
n,5(1) + f ′

n+1,1(0) + f ′
n+1,2(0) = 0,

fn,j(x) = fn+1,j(x) and f ′
n,j(x) = f ′

n+1,j(x)
for (n, j) ∈ Z and x ∈ (0, 1)





and

(Hapfα)(x) = −f ′′
α(x) + q(x)fα(x), x ∈ (0, 1), α ∈ Z,

Dom(Hap) =





⊕

α∈Z
fα ∈ H

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

⊕
α∈Z(−f ′′

α + qfα) ∈ H,
fn,1(1) = fn,2(1) = fn,3(0),
−f ′

n,1(1) − f ′
n,2(1) + f ′

n,3(0) = 0,
fn,3(1) = fn,4(0) = fn,5(0),
−f ′

n,3(1) + f ′
n,4(0) + f ′

n,5(0) = 0,
fn,4(1) = fn,5(1) = fn+1,1(0) = fn+1,2(0),
−f ′

n,4(1) − f ′
n,5(1) + f ′

n+1,1(0) + f ′
n+1,2(0) = 0,

fn,j(x) = −fn+1,j(x) and f ′
n,j(x) = −f ′

n+1,j(x)
for (n, j) ∈ Z and x ∈ (0, 1)





.

Furthermore, let λ+
2,0, λ

−
2,2, λ

+
2,2, λ

−
2,4, λ

+
2,4, . . . (respectively, λ−

2,1, λ
+
2,1, λ

−
2,3, λ

+
2,3, . . . ) be

the spectrum of Hp (respectively, Hap). Then, we obtain the followings.

Theorem 1.3.

(i) We have D(λ±
2,n) = (−1)n for any n, and the inequality

λ+
2,0 < λ−

2,1 < λ+
2,1 < λ−

2,2 < λ+
2,2 < λ−

2,3 ≤ λ+
2,3

< λ−
2,4 < λ+

2,4 < λ−
2,5 < λ+

2,5 < λ−
2,6 ≤ λ+

2,6 < · · · .

(ii) The absolutely continuous spectrum of H has the band structure. Namely, we
have

σac(H) =
∞∪

j=1

[λ+
2,j−1, λ

−
2,j ].

(iii) For j ∈ N, we call γj = (λ−
2,j , λ

+
2,j) the jth gap of σ(H). Then, γ3n−2 ̸= ∅ and

γ3n−1 ̸= ∅ for any n ∈ N.
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(iv) We have the following asymptotics:

λ±
2,6n−5 = (v±

n−1,1)
2 + q0 + o

(
1

n

)
, (1.3)

λ±
2,6n−4 = (u±

n,1)
2 + q0 + o

(
1

n

)
, (1.4)

λ±
2,6n−3 = (v±

n,2)
2 + q0 ±

√
|q̂2n−1|2 − (q̂s,2n−1)2

10
+ O

(
1

n

)
, (1.5)

λ±
2,6n−2 = (u±

n,2)
2 + q0 + o

(
1

n

)
, (1.6)

λ±
2,6n−1 = (v±

n,3)
2 + q0 + o

(
1

n

)
, (1.7)

λ±
2,6n = (u±

n,3)
2 + q0 ±

√
|q̂2n|2 − (q̂s,2n)2

10
+ O

(
1

n

)
(1.8)

as n → ∞.

Let us compare our results with the classical results and the one provided by
Korotyaev and Lobanov [7]. First of all, we consider the classical case. In the basic
period cell of H0, there is no ring. In this case, it is known as described above that
every spectral gap of H0 has a possibility to be degenerate. Next, let us add a ring to
the basic period cell of H0. Namely, we consider the metric graph Γ1 = ∪(n,j)∈Z1

Γ1
n,j ,

where J1 = {1, 2, 3}, Z1 = Z × J1, and Γ1
n,j and its orientation is defined as seen

in Figure 2 for (n, j) ∈ Z1. Let H1 = L2(Γ1) = ⊕(n,j)∈Z1
L2(Γ1

n,j) and consider the
operator H1 defined as follows:

(H1fn,j)(x) = −f ′′
n,j(x) + q(x)fn,j(x), x ∈ (0, 1), (n, j) ∈ Z1,

Dom(H1) =





⊕

(n,j)∈Z1

fn,j ∈ L2(Γ1)

∣∣∣∣∣∣∣∣∣∣

⊕
α∈Z1

(−f ′′
α + qfα) ∈ L2(Γ1),

−f ′
n,1(1) + f ′

n,2(0) − f ′
n,3(1) = 0,

fn,2(0) = fn,1(1) = fn,3(1),
f ′

n+1,1(0) − f ′
n,2(1) + f ′

n,3(0) = 0,
fn,2(1) = fn+1,1(0) = fn,3(0) for n ∈ Z




.

Γn−1,1

Γn−1,2

Γn,0

Γn,1

Γn,2

Γn+1,0

Γn+1,1

Γn−1,0

Γn+1,2

Fig. 2. The graph Γ1
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Korotyaev and Lobanov [7] proved that σ(H1) = σD(H0) ∪ σac(H1) and σac(H1)
has the band structure. Letting [λ+

1,j−1, λ
−
1,j ] be the jth band of σac(H1) for j ∈ N,

they obtained the inequality

λ+
1,0 < λ−

1,1 < λ+
1,1 < λ−

1,2 ≤ λ+
1,2 < λ−

1,3 < λ+
1,3 < λ−

1,4 ≤ λ+
1,4 < · · ·

and concluded that every odd-numbered spectral gap is not degenerate, i.e., γ1,2n−1 :=
(λ−

1,2n−1, λ
+
1,2n−1) ̸= ∅ for any n ∈ N. Furthermore, we call a ring and a line parts of

our graph. For a general potential, we call a spectral gap indecisive if the gap has the
possibility to be degenerate or nondegenerate. On the other hand, we call a spectral
gap is decisive if the gap has no possibility to be degenerate. Then, the arrangement of
parts of graphs is closely related to the decisiveness of spectral gaps of corresponding
quantum graphs. The basic period cell of the real line is consisted of a line and every
spectral gap Gj is indecisive for n ∈ N. On the other hand, the basic period cell of the
graph Γ1 consists of a ring and a line. In this case, γ1,2n := (λ−

1,2n, λ
+
1,2n) is indecisive

and γ1,2n−1 is decisive for n ∈ N. Moreover, since γ3n−1 and γ3n−2 are decisive and
γ3n is indecisive in the case of our quantum graph H, whose metric graph consists of
two rings and one line, we can say that the arrangement of parts closely relates to the
decisiveness of the spectral gaps. Thus, we are also interested in the quantum graph
whose metric graph has three rings and one line in the basic period cell. As numerical
results, we can see a relationship between the arrangement of parts and decisiveness
of its spectral gaps, although we do not have a mathematical proof of the relationship
now.

Let us see the proof of Theorems 1.1–1.3 below.

2. PROOFS OF THEOREMS 1.1 AND 1.2.

Let us start with the proof of Theorem 1.1.

Proof of Theorem 1.1. We first pick λ ∈ σD(H0), arbitrarily. We make eigenfunctions
corresponding to λ ∈ σD(H0). Putting

Ψ0,1(x, λ) = φ(x, λ), Ψ0,2(x, λ) = −φ(x, λ),

Ψn,j(x, λ) = 0 for (n, j) ∈ (Z × J) \ {(0, 1), (0, 2)}, we define Ψn = (Ψm−n,j)(m,j)∈Z1
,

which belongs to Dom(H). For any n ∈ N, we make sure that Ψn is an eigenfunction
corresponding to λ. Thus, we see that σD(H0) ⊂ σ∞(H).

We use a direct integral decomposition for H (see [4, 13]). For µ ∈ [0, 2π), we
define a fiber operator Hµ in the Hilbert space Hµ = ⊕5

j=1L
2(Γ0,j) as follows:

(Hµfj)(x) = −f ′′
j (x) + q(x)fj(x), x ∈ (0, 1), j ∈ J,
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Dom(Hµ) =





5⊕

j=1

fj ∈ Hµ

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

⊕5
j=1(−f ′′

j + qfj) ∈ Hµ,

f1(1) = f2(1) = f3(0),
−f ′

1(1) − f ′
2(1) + f ′

3(0) = 0,
f3(1) = f4(0) = f5(0),
−f ′

3(1) + f ′
4(0) + f ′

5(0) = 0,
f4(1) = f5(1) = eiµf1(0) = eiµf2(0),
−f ′

4(1) − f ′
5(1) + eiµf ′

1(0) + eiµf ′
2(0) = 0





.

Furthermore, we consider the Hilbert space

H =

⊕∫

[0,2π)

Hµ
dµ

2π
= L2

(
[0, 2π),Hµ,

dµ

2π

)

and the unitary operator U : L2(Γ1) → H defined as

(Uf)(µ) =
∑

n∈Z
einµfn, f = (fn)n∈Z = (fn,j)(n,j)∈Z1

∈ L2(Γ1).

Then, we have the direct integral representation of H:

UHU−1 =

⊕∫

[0,2π)

H(µ)
dµ

2π
.

Since H(µ) acts on the finite graph ∪5
j=1Γ0,j , the spectrum of H(µ) consists of the

discrete spectrum. For µ ∈ [0, 2π), let {En(µ)}n∈N stand for the increasing sequence
of the eigenvalues of H(µ) counted with multiplicities. Let N be the set of natural
numbers n such that En(µ) does depend on µ ∈ [0, 2π). Then, we have σ(H) =
σ∞(H) ∪ σac(H), where σ∞(H) = {En(µ) |En(µ) is independent of µ ∈ [0, 2π)} and

σac(H) =
∪

n∈N

∪

µ∈[0,2π)

{En(µ)}.

Since we have σD(H0) ⊂ σ∞(H), we next investigate σ(H) \ σD(H0). We pick
λ ̸∈ σD(H0), arbitrarily. We consider the characteristic equation Hµf = λf for 0 ̸=
f ∈ Dom(Hµ), that is, we consider the following system of 7 equations:

−f ′′
j (x) + q(x)fj(x) = λfj(x), x ∈ (0, 1), j ∈ J, (2.1)

f1(1) = f2(1) = f3(0), (2.2)
−f ′

1(1) − f ′
2(1) + f ′

3(0) = 0, (2.3)
f3(1) = f4(0) = f5(0), (2.4)
−f ′

3(1) + f ′
4(0) + f ′

5(0) = 0, (2.5)
f4(1) = f5(1) = eiµf1(0) = eiµf2(0), (2.6)
−f ′

4(1) − f ′
5(1) + eiµf ′

1(0) + eiµf ′
2(0) = 0. (2.7)
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Using the fundamental solutions θ(x, λ) and φ(x, λ), any solution y to (1.1) is given
by

y(x, λ) = w(x, λ)y(0, λ) +
φ(x, λ)

φ(1, λ)
y(1, λ),

where

w(x, λ) = θ(x, λ) − θ(1, λ)

φ(1, λ)
φ(x, λ).

Thus, it follows by (2.1), (2.2), (2.4) and (2.6) that

f1(x, λ) = Xw(x, λ) +
Y

φ(1, λ)
φ(x, λ), (2.8)

f2(x, λ) = Xw(x, λ) +
Y

φ(1, λ)
φ(x, λ), (2.9)

f3(x, λ) = Y w(x, λ) +
Z

φ(1, λ)
φ(x, λ), (2.10)

f4(x, λ) = Zw(x, λ) +
eiµX

φ(1, λ)
φ(x, λ), (2.11)

f5(x, λ) = Zw(x, λ) +
eiµX

φ(1, λ)
φ(x, λ), (2.12)

where X = f1(0, λ), Y = f1(1, λ) and Z = f5(0, λ). Substituting (2.8), (2.9) and
(2.10) for (2.3), we obtain

−2w′(1, λ)X − 2φ′(1, λ) + θ(1, λ)

φ(1, λ)
Y +

Z

φ(1, λ)
= 0. (2.13)

We also obtain

2eiµ

φ(1, λ)
X − w′(1, λ)Y − φ′(1, λ) + 2θ(1, λ)

φ(1, λ)
Z = 0, (2.14)

−2eiµ(φ′(1, λ) + θ(1, λ))

φ(1, λ)
X +

2eiµ

φ(1, λ)
Y − 2w′(1, λ)Z = 0 (2.15)

by substituting (2.10)-(2.12) for (2.5) and (2.7). Since ∆(λ) = (θ(1, λ) + φ′(1, λ))/2,
we obtain the system

M(λ, µ)




X
Y
Z


 = 0,

where

M(λ, µ) =




−2w′(1, λ) −2∆(λ)+φ′(1,λ)
φ(1,λ)

1
φ(1,λ)

2eiµ

φ(1,λ) −w′(1, λ) −2∆(λ)+θ(1,λ)
φ(1,λ)

−4eiµ∆(λ)
φ(1,λ)

2eiµ

φ(1,λ) −2w′(1, λ)


 .
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Since f is non-trivial, this system has a non-trivial solution, that is, we have
det M(λ, µ) = 0. By virtue of θ(1, λ)φ′(1, λ) − θ(1, λ)φ(1, λ) = 1, we have
φ(1, λ)w′(1, λ) = −1. Thus, we obtain

0 = φ3(1, λ)det M(λ, µ)

= 4 − 4eiµ∆(λ)(2∆(λ) + φ′(1, λ))(2∆(λ) + θ(1, λ)) + 4e2iµ + 28eiµ∆(λ),

which implies

0 = 1 − eiµ∆(λ)(8∆2(λ) + θ(1, λ)φ′(1, λ)) + e2iµ + 7eiµ∆(λ).

Multiplying e−iµ, we have

0 = e−iµ + eiµ + ∆(λ)(7 − 8∆2(λ) − θ(1, λ)φ′(1, λ).

So, we derive
2 cosµ = ∆(λ)(8∆2(λ) + θ(1, λ)φ′(1, λ) − 7).

Since the left hand side depends on µ, {En(µ)}n∈N solves this equation for each
µ ∈ [0, 2π). Thus, we have

σac(H) \ σD(H0) = {λ ∈ R |D(λ) ∈ [−1, 1]} \ σD(H0).

Since σac(H) is a closed set, we obtain σac(H) = {λ ∈ R |D(λ) ∈ [−1, 1]}.

We next examine properties of D(λ).
As seen in [12], the fundamental solutions θ(x, λ), φ(x, λ) and their derivatives

behave as follows:

θ(x, λ) = cos
√
λx+

1

2
√
λ

x∫

0

(sin
√
λx+ sin

√
λ(x− 2t))q(t)dt+ O

(
e|Im

√
λ|x

|λ|

)
,

(2.16)

θ′(x, λ) = −
√
λ sin

√
λx+

1

2

x∫

0

(cos
√
λx+ cos

√
λ(x− 2t))q(t)dt+ O

(
e|Im

√
λ|x

|λ|1/2

)
,

(2.17)

φ(x, λ) =
sinx

√
λ√

λ
+

1

2λ

x∫

0

(− cos
√
λx+ cos

√
λ(x− 2t))q(t)dt+ O

(
e|Im

√
λ|x

|λ|3/2

)
,

(2.18)

φ′(x, λ) = cos
√
λx+

1

2
√
λ

x∫

0

(sin
√
λx+ sin

√
λ(x− 2t))q(t)dt+ O

(
e|Im

√
λ|x

|λ|

)

(2.19)



Decisiveness of the spectral gaps of periodic Schrödinger operators. . . 209

as |λ| → ∞, uniformly on bounded sets of [0, 1] × L2(0, 1). Because of (2.16) and
(2.19), we obtain

∆(λ) = cos
√
λ+

q0 sin
√
λ

2
√
λ

+
S(λ)

2
√
λ

+ O
(
e|Im

√
λ|

|λ|

)
, (2.20)

where

S(λ) =

1∫

0

sin
√
λ(1 − 2t)q(t)dt.

We notice that S(λ) → 0 as |λ| → ∞. It turns out by (2.16), (2.19) and (2.20) that

D(λ) = D0(λ) +
q0 sin

√
λ

4
√
λ

(27 cos2
√
λ− 7) +

S(λ)

4
√
λ

(9 cos2
√
λ− 7) + O

(
e3|Im

√
λ|

|λ|

)
,

(2.21)
where D0(λ) = cos

√
λ( 9

2 cos2
√
λ − 7

2 ) is the discriminant in the unperturbed case:
q ≡ 0.

Proof of Theorem 1.2 (i). Owing to (2.21), we notice that the statement of Theo-
rem 1.2 (i) is valid.

In order to capture the behaviors of D(λ), we first state the information on the
zeroes of D(λ). Since our discriminant is factorized into ∆(λ) and d(λ) := 4∆2(λ) +
θ(1,λ)φ′(1,λ)

2 − 7
2 , we describe the statements on zeroes of two functions. For the purpose,

we prepare notations

Ω(a, r) = {λ ∈ C | |
√
λ− a| < r} and C(a, r) = {λ ∈ C | |

√
λ− a| = r},

where a ∈ C and r > 0.

Lemma 2.1. There exists some n0 ∈ N such that ∆(λ) has exactly n0 zeroes, counted
with multiplicities, in the domain Ω(0, n0π) and for each n > n0, exactly one simple
zero in the domain Ω(π

2 + nπ, π
4 ). There are no other zeroes.

This might be well-known, but we give a proof of this lemma all over again just to
satisfy ourselves. In order to prove this and ensuing lemmas, we quote the following
lemma from [12].

Lemma 2.2. If |z − nπ| ≥ π
4 for all integers n, then

e|Im z| < 4| sin z|.

Proof of Lemma 2.1. We put
√
λ = a + bi and a, b ∈ R, where λ ∈ Ω(π

2 + nπ, π
4 ).

Because of {a− (π
2 + nπ)}2 + b2 = π2

16 , we have

|
√
λ− (

π

2
+ nπ) −mπ|2 ≥ π2

(
|m| − 1

4

)2

≥ π2

16
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for any m ∈ Z. This combined with Lemma 2.2, we have e|Im
√

λ| < 4| cos
√
λ| on

C(π
2 + nπ, π

4 ). This together with (2.20) implies

|∆(λ) − cos
√
λ|

| cos
√
λ|

=

∣∣∣∣∣
q0 sin

√
λ

2
√
λ cos

√
λ

∣∣∣∣∣+
O(e|Im

√
λ|)

|λ∥ cos
√
λ|

→ 0 as |λ| → ∞.

Since ∆(λ) is entire, we can utilize Rouché’s theorem and conclude that the numbers
of zeroes of ∆(λ) and cos

√
λ are the same for large enough n. Since cos

√
λ has a

simple zero
√
λ = π

2 + nπ in Ω(π
2 + nπ, π

4 ), ∆(λ) has a simple zero in Ω(π
2 + nπ, π

4 )
for n > n0.

On the other hand, it follows by |
√
λ − π

2 − mπ| ≥ π
4 for any m ∈ Z and λ ∈

C(0, nπ) and Lemma 2.2 that e|Im
√

λ| < 4| cos
√
λ|. Thus, we have |∆(λ)− cos

√
λ| <

o(1)| cos
√
λ| as |λ| → ∞. So, Rouché’s theorem again leads us to our goal.

We next give the statements on the zeroes of d(λ).

Lemma 2.3. There exists some n0 ∈ N such that d(λ) has exactly one simple zero
in Ω(nπ + π

8 ,
π
8 ) and Ω(nπ − π

8 ,
π
8 ) for n > n0, respectively.

Proof. Putting ∆−(λ) = 1
2 (φ′(1, λ)−θ(1, λ)), we have θ(1, λ)φ(1, λ) = ∆2(λ)−∆2

−(λ).
Thus, we see that

d(λ) =
9

2
∆2(λ) − 1

2
∆2

−(λ) − 7

2
. (2.22)

Using (2.16) and (2.19), we obtain

∆−(λ) = −S(λ)√
λ

+
O(e|Im

√
λ|)

|λ| as |λ| → ∞. (2.23)

Let d0(λ) = 9
2 cos2

√
λ− 7

2 . Substituting (2.20) and (2.23) for (2.22), we have

d(λ) = d0(λ) + O
(
|λ|−1/2

)
as |λ| → ∞.

We see that there exists some n0 ∈ N such that d(λ) has exactly one simple zero
in C(nπ− π

8 ,
π
8 ) for n > n0. We pick λ ∈ C(nπ− π

8 ,
π
8 ), arbitrarily. Then, there exists

some θ ∈ [0, 2π) such that
√
λ = nπ − π

8 + π
8 e

iθ. Since

cos2
√
λ = cos2

(
− π

8
+
π

8
eiθ
)

=
1

2

{
1 + cos

(
− π

4
+
π

4
eiθ
)}
,

we have

d0(λ) =
9

4
√

2

{
cos
(π

4
eiθ
)

+ sin
(π

4
eiθ
)}

− 5

4

=
9

4
√

2
{cos(β + iα) + i sin(β + iα)} − 5

4

=
9

4
√

2
{coshα cosβ + coshα sinβ + i(− sinhα sinβ + sinhα cosβ)} − 5

4
,
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where α = π
4 sin θ and β = π

4 cos θ. Thus, we have

|d0(λ)| = A(θ)2 +B(θ)2 =: f(θ),

where A(θ) = 9
4
√

2
coshα(cosβ + sinβ) − 5

4 and B(θ) = sinhα(cosβ − sinβ). Let
us show that a constant C > 0 satisfying |d0(λ)| ≥ C > 0 on C(nπ − π

8 ,
π
8 ). Since

f(θ) is 2π-periodic and continuous on [0, 2π], there exists the minimum C of f(θ). In
order to show C > 0, it suffices to show there does not exist θ ∈ [0, 2π) satisfying
A(θ) = B(θ) = 0. First, let us suppose that sinhα = 0. This implies α = 0, which
means θ = 0, π. If θ = 0, then it turns out by cosβ = sinβ = 1√

2
that A(0) = 1 ̸= 0.

If θ = π, then it follows by cosβ = 1√
2

and sinβ = − 1√
2

that A(π) = − 5
4 ̸= 0. Next,

we suppose that cosβ = sinβ. Since this implies θ = 0, we have A(0) = 1 ̸= 0. Thus,
it turns out that there exists a constant C > 0 such that |d0(λ)| ≥ C.

Therefore, we see that d(λ)−d0(λ) = d0(λ)O
(
|λ|−1/2

)
as |λ| → ∞. This combined

Rouché’s theorem means that the number of zeroes in Ω(nπ− π
8 ,

π
8 ) of d(λ) and d0(λ)

is the same. In a similar way, we also see that the number of zeroes in Ω(nπ + π
8 ,

π
8 )

of d(λ) and d0(λ) is the same. Since the zeroes of d0(λ) are given by

√
λ = γ+ + 2nπ, (2π − γ+) + 2nπ, γ− + 2nπ, (2π − γ−) + 2nπ, n = 0, 1, 2, 3, . . . ,

where γ± = arccos ±
√

7
3 . It follows by 1√

2
<

√
7

3 that 0 < γ+ < π
4 and 3

4π < γ− < π.
Thus, we see that Ω(2nπ + π

8 ,
π
8 ) only includes (γ+ + 2nπ)2, Ω(2nπ − π

8 ,
π
8 ) only

includes {(2π − γ+) + 2nπ}2, Ω(2nπ + π + π
8 ,

π
8 ) only includes {(2π − γ−) + 2nπ}2

and Ω(2nπ+ π− π
8 ,

π
8 ) only includes (γ− + 2nπ)2 for every n ∈ N ∪ {0}. This implies

our assertion.

Let C(n) = C1(n) − C2(n) − C3(n) + C4(n), where

C1(n) = {λ ∈ C |
√
λ = nπ + inπt, −1 ≤ t ≤ 1},

C2(n) = {λ ∈ C |
√
λ = nπt+ inπ, −1 ≤ t ≤ 1},

C3(n) = {λ ∈ C |
√
λ = −nπ + inπt, −1 ≤ t ≤ 1},

C4(n) = {λ ∈ C |
√
λ = nπt− inπ, −1 ≤ t ≤ 1}

for n ∈ N. Moreover, let Ω(n) be the domain surrounded by C(n) for n ∈ N. In order
to get further properties on the zeroes of D(λ) and prove the ensuing lemmas, we
need the following inequality on C(n).

Lemma 2.4. For a fixed p ∈ (−1, 1), there exist some constant Mp > 0 and n0(p) ∈ N
such that

e|Im
√

λ| < Mp| cos
√
λ+ p|

on C(n) for any n > n0(p). The constant Mp and n0(p) depend on p, but does not
depend on n.
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Proof. First, we show that our inequality is valid on C1(n). Let
√
λ = nπ + inπt,

where −1 ≤ t ≤ 1. Since cos
√
λ = (−1)n coshnπt, we have

| cos
√
λ+ p| =

{
coshπt+ p ≥ 1 + p > 0 if n is even,

−(− coshnπt+ p) ≥ 1 − p > 0 if n is odd.

So, | cos
√
λ+ p| ≥ min{1 + p, 1 − p} > 0. Furthermore, we have

e2|Im
√

λ|

| cosh
√
λ+ p|2

=

{
e2|nπt|

(cosh nπt+p)2 if n is even,
e2|nπt|

(cosh nπt−p)2 if n is odd.

Since f(x) := e2x

(cosh x±p)2 is continuous on R, limx→−∞ f(x) = 0 and limx→∞ f(x) = 4,
there exists some Cp > 0 such that f(x) ≤ Cp on R. Thus, we have

e|Im
√

λ| < 4| cos
√
λ+ p|

on C1(n). In a similar way, we have the same inequality on C3(n).
Next, we show our inequality on C2(n). Putting

√
λ = nπt+inπ, where t ∈ [−1, 1],

then we have

| cos
√
λ+ p|2 = (cosnπt coshnπ + p)2 + sin2 nπt sinh2 nπ.

Thus, we have

e2|Im
√

λ|

| cos
√
λ+ p|2

=
1

gn(t)
≤
∣∣∣∣

1

gn(t)
− 4

∣∣∣∣+ 4 =
4

gn(t)

∣∣∣∣
1

4
− gn(t)

∣∣∣∣+ 4, (2.24)

where

gn(t) =

(
cosnπt

coshnπ

enπ
+

p

enπ

)2

+ sin2 nπt
sinh2 nπ

e2nπ
.

Putting h(x) = e2x

(cosh x−|p|)2−1 , we see that h′(x) < 0 for any x > x0(p), where
x0(p) > 0 is a constant depending on p and is a large enough number. Moreover,
limx→∞ h(x) = 4 holds true. Thus, there exists some constant n0(p) ∈ N such that

|gn(t)|

=
e2nπ + e−2nπ

4e2nπ
+

1

e2nπ
· cos2 nπt− sin2 nπt

2
+ 2p cosπt

coshnπ

e2nπ
+

p2

e2nπ

≥ e2nπ + e−2nπ

4e2nπ
− 1

2e2nπ
− 2|p|coshnπ

e2nπ
+

p2

e2nπ

=
(coshnπ − |p|)2 − 1

e2nπ
>

(coshn0(p)π − |p|)2 − 1

e2n0(p)π
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for any n > n0(p). This combined with
∣∣∣∣gn(t) − 1

4

∣∣∣∣

=

∣∣∣∣
cos2 nπt

e2nπ
· e

2nπ + 2 + e−2nπ

4
+ 2p cosnπt · coshπ

e2nπ

+
p2

e2nπ
+

sin2 nπt

e2nπ
· e

2nπ − 2 + e−2nπ

4
− 1

4

∣∣∣∣

≤ 2 + e−2nπ

4e2nπ
+ 2|p|coshnπ

e2nπ
+

p2

e2nπ
+

| − 2 + e−2nπ|
4e2nπ

,

the right hand side of (2.24) is uniformly bounded on t and goes to 4 as n → ∞.
Thus, there exists some Mp > 0 such that

e2|Im
√

λ|

| cos
√
λ+ p|2

< M2
p

on C2(n) for any n > n0(p). Similarly, we obtain the results stated in this lemma on
C4(n).

Lemma 2.5. There exists some n0 > 1 satisfying D(λ) has 3n0 zeroes, counted with
multiplicities, in Ω(n0) and exactly simple zero in Ω(nπ + π

8 ,
π
8 ), Ω(nπ + 7π

8 ,
π
8 ) and

Ω(nπ + π
2 ,

π
4 ) for any n > n0, respectively. There are no other zeroes.

Proof. It suffices to show that there exists some n0 ∈ N such that D(λ) has 3n0 zeroes
in C(n0). First, let us show that there exists a constant C > 0 satisfying | cos

√
λ| ≥

C > 0 on C(n). On C1(n) ∪ C3(n), we notice that | cos
√
λ| = |(−1)n coshnπt| ≥ 1.

On the other hand, it follows on C2(n) and C4(n) that

| cos2
√
λ| = cos2 nπt cosh2 nπ + sin2 nπt sinh2 nπ

= cos2 nπt cosh2 nπ + (cosh2 nπ − 1)(1 − cos2 nπt)

= cosh2 nπ − sin2 nπt

≥ cosh2 π − 1.

This is why our desired constant C exists.
By virtue of Lemma 2.5, it follows by

D0(λ) =
9

2
cos

√
λ
(

cos
√
λ−

√
7

3

)(
cos

√
λ+

√
7

3

)

that
e|3Im

√
λ| <

2

9
M0M√

7
3

M−
√

7
3

D0(λ),

where Mp is the constant appearing in Lemma 2.4 for p ∈ (−1, 1). Using (2.21) we
have

|D(λ) −D0(λ)| = O
(
e3|Im

√
λ|

|λ|1/2

)
+
S(λ)(9 cos2

√
λ− 7)

4
√
λ

.
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These two equations combined with the result of the first paragraph of this proof
gives us

∣∣∣∣
D(λ) −D0(λ)

D0(λ)

∣∣∣∣ =
O
(

e3|Im
√

λ|

|λ|1/2

)

D0(λ)
+

S(λ)

2
√
λ cos

√
λ

= O
(

1

|
√
λ|1/2

)
,

because of S(λ) → 0 as |λ| → ∞. Thus, the number of D0(λ) and D(λ) in the domain
Ω(n0) are the same for large enough n0 ∈ N, owing to Rouché’s theorem. The zeroes
in Ω(1) of D0(λ) are

√
λ = π

2 , γ+, γ−, while the zeroes in Ω(2) \ Ω(1) of D0(λ) are√
λ = 3

2π, 2π − γ+, 2π − γ−. Since D0(λ) is 2π-periodic in
√
λ, we notice that D(λ)

has 3n0 zeroes in Ω(n0), counted with multiplicities. These results combined with
Lemmas 2.1 and 2.3 imply the other statements of this lemma.

The following lemma will be a key to find that γ3n−1 ̸= ∅ and γ2n−2 ̸= ∅.

Lemma 2.6.

(i) If λ satisfies ∆(λ) = 1
2 , then we have D(λ) ≤ − 19

16 .
(ii) If λ satisfies ∆(λ) = −1

2 , then we have D(λ) ≥ 19
16 .

(iii) There exists some n0 ∈ N such that both ∆(λ) + 1
2 and ∆(λ) − 1

2 has a real
simple zero in Ω(nπ + π

2 ,
π
4 ) for any n > n0 and 2n0 zeroes in Ω(2n0), counted

with multiplicities. There are no other zeroes.

Proof. We prove statement (i). It follows by ∆(λ) = 1
2 that

θ(1, λ)φ′(1, λ) =
1

2
− θ(1, λ)2 + φ′(1, λ)2

2
.

Since θ(1,λ)2+φ′(1,λ)2

2 = ∆2(λ) + ∆2
−(λ), we have

D(λ) = ∆(λ)

(
4∆2(λ) +

1

4
− ∆2(λ) + ∆2

−(λ)

2
− 7

2

)
.

Substituting ∆(λ) = 1
2 for this, we have

D(λ) = −19

16
− ∆2

−(λ)

4
≤ −19

16
.

In a similar way, we obtain statement (ii).
Next, we show the third statement. As proved in the first paragraph of Lemma 2.5,

there exists a constant C > 0 such that | cos
√
λ| ≥ C on Ω(2n). Moreover, it follows

by Lemma 2.4 that e|Im
√

λ| < M0| cos
√
λ|. Thus, (2.20) implies that

|∆(λ) − cos
√
λ|

| cos
√
λ|

≤ O
(

1√
λ

)
.

Thus, the number of zeroes of ∆(λ) and cos
√
λ in Ω(2n) are the same for large enough

n ∈ N. We notice that cos
√
λ has 2n zeroes in Ω(2n).
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Let us show that there exists some constant C > 0 such that |∆(λ) + 1
2 | ≥ C on

C(nπ+ π
2 ,

π
4 ). Put

√
λ− (nπ+ π

2 ) = π
4 e

iθ, where θ ∈ [0, 2π). Putting α = π
4 sin θ and

β = π
4 cos θ, we have

cos
√
λ = (−1)n+1(coshα sinβ + i sinhα cosβ).

Thus, we obtain
∣∣∣∣cos

√
λ+

1

2

∣∣∣∣
2

= A(θ)2 +B(θ)2,

where
A(θ) = (−1)n+1 coshα sinβ +

1

2
and B(θ) = sinhα cosβ.

We shall show that there does not exist θ such that A(θ) = B(θ) = 0. First, we
suppose that sinhα = 0, which implies θ = 0, π. If θ = 0 (respectively, θ = π), then
we have A(0) = (−1)n+1

√
2

+ 1
2 ̸= 0 (respectively A(π) = (−1)n

√
2

+ 1
2 ̸= 0). On the other

hand, we notice that cosβ = 0 does not happen because of |β| ≤ π
4 . Thus, we see that

there exists some constant C > 0 such that |∆(λ) + 1
2 | ≥ C on C(nπ + π

2 ,
π
4 ).

Therefore, we have

|∆(λ) + 1
2 − (cos

√
λ+ 1

2 )|
| cos

√
λ+ 1

2 |
= O

(
1√
λ

)

and get our conclusion on ∆(λ)+ 1
2 . In a similar way, we obtain the one on ∆(λ)− 1

2 .

It follows by Theorem 1.2 (i) that there exist µ0 := min{λ ∈ R |D(λ) = 1}. We
recall σD(H0) = {µn}∞

n=1 and put
{
λ | ∆(λ) − 1

2
= 0
}

= {ζ+
0 , ζ

−
2 , ζ

+
2 , ζ

−
4 , ζ

+
4 , . . . }

and {
λ | ∆(λ) +

1

2
= 0
}

= {ζ−
1 , ζ

+
1 , ζ

−
3 , ζ

+
3 , . . . },

where ζ+
0 < ζ−

2 < ζ+
2 < ζ−

4 < ζ+
4 < . . . and ζ−

1 < ζ+
1 < ζ−

3 < ζ+
3 < . . . . We notice

that
µ0 < ζ+

0 < ζ−
1 < µ1 < ζ+

1 < ζ−
2 < µ2 < ζ+

2 < ζ−
3 < µ3 < ζ+

3 < · · · .
We can roughly grab the behavior of D(λ) by the following lemma.

Lemma 2.7. For any n ∈ N, we have D(µ0) = 1 and

(−1)nD(µn) ≥ 1, (−1)n+1D(ζ−
n ) > 1 and (−1)n+1D(ζ+

n ) > 1.

Proof. By the definition of µ0, we have D(µ0) = 1. Owing to Lemma 2.6, it suffices to
show (−1)nD(µn) ≥ 1 for any n ∈ N. Since φ(1, µn) = 0, we have θ(1, µn)φ′(1, µn) =
1 and hence d(µn) = 4∆2(µn) − 3 ≥ 1 because of µn ∈ [λ−

n , λ
+
n ], which implies

(−1)n∆(µn) ≥ 1. Thus, we obtained our assertion.
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Next, we prepare notations to get the statements on zeroes of D(λ) ± 1. Let
C̃(n) = C̃1(n) − C̃2(n) − C̃3(n) + C̃4(n), where

C̃1(n) =
{
λ ∈ C |

√
λ = 2nπ +

π

2
+ i
(
2nπ +

π

2

)
t, −1 ≤ t ≤ 1

}
,

C̃2(n) =
{
λ ∈ C |

√
λ = 2nπt+

π

2
+ i
(
2nπ +

π

2

)
, −1 ≤ t ≤ 1

}
,

C̃3(n) =
{
λ ∈ C |

√
λ = −(2nπ +

π

2
) + i

(
2nπ +

π

2

)
t, −1 ≤ t ≤ 1

}
,

C̃2(n) =
{
λ ∈ C |

√
λ = −(2nπt+

π

2
) + i

(
2nπ +

π

2

)
, −1 ≤ t ≤ 1

}

for n ∈ N. Then, we obtain the following inequality.

Lemma 2.8. For a fixed p = ±1,± 1
3 ,± 2

3 , there exists some constant M̃p > 0 and
ñ0(p) ∈ N such that

e|Im
√

λ| < M̃p| cos
√
λ+ p|

on C̃(n) for any n > ñ0(p). The constant M̃p and ñ0(p) depends on p, but does not
depend on n.

Proof. We consider λ ∈ C̃1(n), namely we put
√
λ = 2nπ + π

2 + i(2nπ + π
2 )t, where

−1 ≤ t ≤ 1. Since cos
√
λ = −i sinh(2mπ + π

2 )t, we have

e2|Im
√

λ|

| cos
√
λ+ p|2

=
e2|2nπ+ π

2 ∥t|

p2 + sinh2(2nπ + π
2 )t

.

The function f(y) := e2y

p2+sinh2 y
is continuous on R and we have limy→−∞ = 0 and

limy→∞ f(y) = 4. This implies that there exists some M̃1,p > 0 satisfying e2|Im
√

λ| <
M̃1,p| cos

√
λ+p| on C̃1(n). In a similar way, we get some constants M̃3,p > 0 satisfying

e2|Im
√

λ| < M̃3,p| cos
√
λ+ p| on C̃3(n).

The claim on C̃2(n) and C̃4(n) are shown in a similar way to the proof of the claim
on C2(n) and C4(n) in Lemma 2.4.

Let Ω̃(n) be the domain surrounded by C̃(n) for n ∈ N.

Lemma 2.9.

(i) There exists some n0 ∈ N such that D(λ) + 1 has 2 zeroes, counted with mul-
tiplicities, in Ω(2nπ + 3π

8 ,
π
8 ), Ω(2nπ + 13π

8 , π
8 ) and Ω(2nπ + π, π

4 ), respectively,
for any n > n0 and 2 + 6n0 zeroes, counted with multiplicities, in Ω̃(n0). There
are no other zeroes.

(ii) There exists some n0 ∈ N such that D(λ) − 1 has 2 zeroes, counted with mul-
tiplicities, in Ω(2nπ + 5π

8 ,
π
8 ), Ω(2nπ, π

4 ) and Ω(2nπ + 11π
8 , π

8 ), respectively, for
any n > n0 and 1 + 6n0 zeroes, counted with multiplicities, in Ω̃(n0). There are
no other zeroes.
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Proof. We only show the statement (i). We first pick λ ∈ C(2nπ+ 3π
8 ,

π
8 ), arbitrarily.

Let
√
λ = 2nπ + 3π

8 + π
8 e

iθ, where θ ∈ [0, 2π). We notice that

D0(λ) + 1 =
(

cos
√
λ+ 1

)(
cos

√
λ− 1

3

)(
cos

√
λ− 2

3

)
.

We claim that for p = 1,− 1
3 ,− 2

3 , there exists a constant Cp > 0 satisfying | cos
√
λ+

p| ≥ Cp on C(2nπ + 3π
8 ,

π
8 ), where Cp depends on p only. Since

cos
√
λ = cos

(3

8
π + β

)
coshα− i sin

(3

8
π + β

)
sinhα,

we have
| cos

√
λ+ p|2 = A(θ)2 +B(θ)2,

where α = π
8 sin θ, β = π

8 cos θ, A(θ) = cos( 3
8π + β) coshα + p and B(θ) = sin( 3

8π +
β) sinhα. It suffices to show that there does not exist θ ∈ [0, 2π) such that A(θ) =
B(θ) = 0. First, we assume that sinhα = 0, which implies that θ = 0, π. If θ = 0, then
we see that β = π

8 and hence A(0) = p ̸= 0. If θ = π, then we have β = −π
8 and hence

A = − 1√
2

+ p ̸= 0. Second, we see that sin( 3
8π + β) ̸= 0 because of π

4 ≤ 3π
8 + β ≤ π

2 .
Thus, there exists some constant Cp > 0 satisfying |D0(λ)+1| ≥ Cp > 0. So, it follows
by (2.21) that

|(D(λ) + 1) − (D0(λ) + 1)|
|D0(λ) + 1| ≤ O

(
1

|λ|1/2

)

and see that the number of zeroes of D(λ) + 1 and D0(λ) + 1 in Ω(2nπ + π
4 ,

π
4 ) are

the same, counted with multiplicities. Since π
4 < arccos 2

3 < arccos 1
3 <

π
2 , we see that

D0(λ)+1 has 2 zeroes in Ω(2nπ+ 3π
8 ,

π
8 ). Thus, we conclude that D(λ)+1 has 2 zeroes

in Ω(2nπ+ 3π
8 ,

π
8 ), counted with multiplicities. In a similar way, we see that D(λ)+ 1

has 2 zeroes, counted with multiplicities, in Ω(2nπ + 13π
8 , π

8 ) and Ω(2nπ + π, π
4 ),

respectively. Similarly, we can make sure that there exists some n0 ∈ N such that
D(λ) − 1 has 2 zeroes, counted with multiplicities, in Ω(2nπ+ 5π

8 ,
π
8 ), Ω(2nπ, π

4 ) and
Ω(2nπ + 11π

8 , π
8 ), respectively.

Finally, it follows by (2.21) that

|(D(λ) ± 1) − (D0(λ) ± 1)| = o(e3|Im
√

λ|)

as |λ| → ∞. Since

D0(λ) − 1 =
9

2
(cos

√
λ− 1)

(
cos

√
λ+

1

3

)(
cos

√
λ+

2

3

)

and
D0(λ) + 1 =

9

2
(cos

√
λ+ 1)

(
cos

√
λ− 1

3

)(
cos

√
λ− 2

3

)
,

we notice that |(D(λ) ± 1) − (D0(λ) ± 1)| = o(1)|D0(λ) ± 1| on C̃(n) as n → ∞ by
virtue of Lemma 2.8. Thus, it follows by Rouché’s theorem that the number in Ω̃(n)
for enough large n of D(λ)±1 and D0(λ)±1 are the same. Since D0(λ)−1 has 1+6n0

zeroes and D0(λ) + 1 has 2 + 6n0 zeroes in Ω̃(n0), we arrive at our goal.
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Our next goal is to show that D(λ) − c has only simple zeroes for c ∈ (−1, 1).
Basically, we rely on Rouché’s theorem like above, but it is a little bit hard to find
the solutions to D0(λ) − c = 0. To overcome this difficulty, we utilize the method
established by François Viète in the 16th century to find analytic solutions of cubic
equations whose every solution is real. For constants p < 0 and q ∈ R and a cubic
equation z3 + pz + q = 0, we recall that the discriminant of this equation is D =
−(4p3 + 27q2). If D > 0, then the corresponding equation has three different real
solutions. in the case where D > 0, Vièta showed the three real roots of z3+pz+q = 0
are given by

αk = 2

√
−p

3
cos

{
1

3
arccos

(
3q

2p

√
−3

p

)
− 2π

3
k

}
, k = 0, 1, 2.

We fix c ∈ (−1, 1), arbitrarily. Since our equation D0(λ) − c = 0 is x3 − 7
9x− 2

9c = 0,
where x = cos

√
λ, we see that D = −(− 1372

729 + 4
3c

2) > 400
729 > 0 and hence x3− 7

9x− 2
9c =

0 has three different real zeroes

x = cos
√
λ =

√
28

27
cosα1(c),

√
28

27
cosα2(c) and

√
28

27
cosα3(c),

where

αk(c) =
1

3
arccos

(
9
√

3

7
√

7
c

)
+

2

3
π(k − 1), k = 1, 2, 3.

We have the properties among these three solutions as seen in the following lemma.

Lemma 2.10. As functions in c ∈ [−1, 1], cosα1(c) and cosα2(c) are strictly in-
creasing and cosα3(c) is strictly decreasing. For any c ∈ [−1, 1], we have

−1 ≤
√

28

27
cosα2(c) < −1

2
<

√
28

27
cosα3(c) <

1

2
<

√
28

27
cosα1(c) ≤ 1.

Moreover, we see that −1 =
√

28
27 cosα2(c) (respectively,

√
28
27 cosα1(c) = 1) is valid

if and only if c = −1 (respectively, c = 1).

Proof. We notice that α1(c), α2(c) are α3(c) strictly decreasing in c ∈ [−1, 1] and
0 < α1(c) <

π
3 , 2

3π < α2(c) < π and 4
3π < α3(c) <

5
3π because of | 9

√
3

7
√

7
c| < 1. This

is why we have cosα1(c) and cosα2(c) are strictly increasing and cosα3(c) is strictly
decreasing. Moreover, we have 1

2 = cos π
3 < cosα1(c) < cos 0 = 1, −1 < cosα2(c) <

−1
2 and − 1

2 < cosα3(c) <
1
2 . Namely, we obtained

−1 < cosα2(c) < −1

2
< cosα3(c) <

1

2
< cosα1(c) < 1.

Let us enhance the accuracy of this inequality up to our desired version.
For this purpose, we show the following equality:

cos

(
1

3
arccos

9
√

3

7
√

7

)
=

√
27

28
.



Decisiveness of the spectral gaps of periodic Schrödinger operators. . . 219

Putting cos
(

1
3 arccos 9

√
3

7
√

7

)
= p and arccos 9

√
3

7
√

7
= θ, we have cos θ

3 = p. Since

9
√

3

7
√

7
= cos θ = 4 cos3

θ

3
− 3 cos

θ

3
= p(4p2 − 3),

we obtain 4p3 − 3p− 9
√

3
7
√

7
= 0. This implies that (p−

√
27
28 )(4p2 + 6

√
3√
7
p+ 6

7 ) = 0. The

solutions to the quadratic equation 4p2 + 6
√

3√
7
p + 6

7 = 0 are p = −
√

3√
7
,−

√
3

2
√

7
. Since

1
2 < cosα1(c) < 1, we notice 1

2 < p < 1. So, we obtain p =
√

27
28 .

We also obtain

cosα2(−1) = −
√

27

28

because

cosα2(−1) = cos
(1

3
arccos(−k) +

2

3
π
)

= cos
(1

3
(π − arccos k) +

2

3
π
)

= − cos
(1

3
arccos k

)
, where k =

9
√

3

7
√

7
.

Moreover, it follows by sin θ
3 = 1√

28
that

cosα1(−1) = cos
(1

3
arccos(−k)

)
= cos

1

3

(
π − arccos k

)
=

√
3√
7

and hence √
28

27
cosα1(−1) =

2

3
>

1

2
.

In a similar way, we obtain cosα2(1) = −
√

3√
7
, cosα3(1) = −

√
3

2
√

7
and cosα3(−1) =

√
3

2
√

7
.

So, our desired inequality is proved.

We prepare notations

u+
0,1(c) = arccosA3(c), u+

0,2(c) = arccosA2(c) and u+
0,3(c) = arccosA1(c),

where

A1(c) =

√
28

27
cosα2(c), A2(c) =

√
28

27
cosα3(c), A3(c) =

√
28

27
cosα1(c),

although these notations might be a little bit confusing because of the different indices.
Putting

u±
n,i = u±

n,i(c) = nπ ± u+
0,i(c)

for i = 1, 2, 3 and n ∈ N, we see that

u+
0,1 < u+

0,2 < u+
0,3 < u−

1,3 < u−
1,2 < u−

1,1 < u+
1,1 < u+

1,2 < u+
1,3

< u−
2,3 < u−

2,2 < u−
2,1 < u+

2,1 < u+
2,2 < u+

2,3 < · · · .
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The zeroes of D0(λ) − c are given by {(u±
n,i(c))

2}i=1,2,3,n∈N. We see that (u−
n,3)

2 ∈
Ω(π

6 + (2n− 1)π, π
6 ), (u−

n,2)
2 ∈ Ω(π

2 + (2n− 1)π, π
6 ), (u−

n,1)
2 ∈ Ω( 5π

6 + (2n− 1)π, π
6 ),

(u+
n,1)

2 ∈ Ω(π
6 + 2nπ, π

6 ), (u+
n,2)

2 ∈ Ω(π
2 + 2nπ, π

6 ) and (u+
n,3)

2 ∈ Ω( 5π
6 + 2nπ, π

6 ) for
any n ∈ N.

These preparations combined with Rouché’s theorem and Lemma 2.4 lead us to
the following lemma.

Lemma 2.11. For a fixed c ∈ (−1, 0) ∪ (0, 1), there exists some n0 ∈ N such that
D(λ) − c has one simple zero in Ω(nπ + π

6 ,
π
6 ), Ω(nπ + π

2 ,
π
6 ) and Ω(nπ + 5

6π,
π
6 ),

respectively, for any n > n0 and 3n0 zeroes, counted with multiplicities, in Ω(n0).
There are no other zeroes.

Proof. First, we show the claim for Ω(n0). Let us pick λ ∈ C(n), arbitrarily. We notice
that

D0(λ) − c =
9

2
(cos

√
λ−A1(c))(cos

√
λ−A2(c))(cos

√
λ−A3(c)).

This combined with Lemma 2.4 and 2.10 means that

e3|Im
√

λ| <
2

9
MA1(c)MA2(c)MA3(c)|D0(λ) − c|

on C(n) for large enough n. By virtue of (2.21), we have

|(D(λ) − C) − (D0(λ) − c)| = O
(
e3|Im

√
λ|

√
λ

)
= o(1)|D0(λ) − c|

on C(n) as n → ∞. Thus, we conclude that the number of zeroes of D(λ) − c is 3n0

for large enough n0 ∈ N.
To prove the statement in Ω(n0), we did not need to eliminate c = 0. Let us explain

why we need to eliminate the case of c = 0. Since cosα3(c) is strictly decreasing,
cosα3(0) = 0 and hence A2(0), it follows by Lemma 2.10 that A1(c) ∈ (−1,−1

2 ),
A2(c) ∈ (− 1

2 , 0) ∪ (0, 1
2 ) and A3(c) ∈ ( 1

2 , 1) for c ∈ (−1, 0) ∪ (0, 1). So, it suffices to
show that for a fixed p ∈ (−1, 1)\{− 1

2 , 0,
1
2}, there exists some constant Cp such that

| cos
√
λ− p| ≥ Cp > 0 (2.25)

on C(nπ + π
6 ,

π
6 ), C(nπ + π

2 ,
π
6 ) and C(nπ + 5

6π,
π
6 ) because (2.25) implies that

|D0(λ) − c| ≥ 9

2
CA1(c)CA2(c)CA3(c) > 0 (2.26)

on these cycles. In the case where p = ±1
2 , (2.25) does not hold true on C(nπ+ π

2 ,
π
6 ).

In the case where p = 0, (2.25) does not hold true on C(nπ+ π
6 ,

π
6 ) and C(nπ+ 5π

6 ,
π
6 ).

So, in order to prove (2.25), we need to eliminate c = 0, but the assertion of the zeroes
of D(λ) is in our possession in Lemma 2.5.

Let us show that D(λ) − c has a simple zero in Ω(nπ + π
2 ,

π
6 ) for large n ∈ N.

Putting θ ∈ [0, 2π) and
√
λ = π

2 + nπ + π
6 e

iθ, we see that

| cos
√
λ− p|2 = A(θ)2 +B(θ)2,
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where α = π
6 cos θ, β = π

6 sin θ, A(θ) = (−1)n+1 sinα coshβ − p and B(θ) =
cosα sinhβ. We show that there does not exist θ such that A(θ) = B(θ) = 0.
First, we see that cosα ̸= 0 because −π

6 ≤ α ≤ π
6 . On the other hand, we as-

sume that sinhβ = 0, which implies θ = 0, π. Since A(0) = (−1)n+1

2 − p ̸= 0 and
A(π) = (−1)n

2 −p ̸= 0, (2.25) is shown on C(nπ+ π
2 ,

π
6 ). In a similar way, we can make

sure (2.25) on C(nπ + π
6 ,

π
6 ) and C(nπ + 5

6π,
π
6 ) by using p ̸= 0.

Therefore, on C(nπ + π
6 ,

π
6 ), C(nπ + π

2 ,
π
6 ) and C(nπ + 5

6π,
π
6 ), we obtain

|(D(λ) − C) − (D0(λ) − c)| = o(1)|D0(λ) − c| as n → ∞,

owing to (2.21). Since the number of zeroes of D0(λ)−c in Ω(nπ+ π
6 ,

π
6 ), Ω(nπ+ π

2 ,
π
6 )

and Ω(nπ + 5
6π,

π
6 ) is 1, the one of D(λ) − c is also 1.

Owing to Lemma 2.5, 2.7 and 2.11, the proof of Theorem 1.2 (ii) is finished. We
next prove Theorem 1.2 (iii). For this purpose, we utilize Laguerre’s theorem. So, we
quote it from [14].

Definition 2.12. An entire function f(z) is said to be of finite order if there is a
positive number A such that

f(z) = O(erA

) as |z| = r → ∞.

The lower bound ρ of numbers A for which this is true is called the order of the
function f(z).

Theorem 2.13 (Laguerre, see Section 8.52 in [14]). If f(z) is an entire function, is
real for a real z, of order less than 2, with real zeroes, then the zeroes of f ′(z) are also
all real and are separated from each other by the zeroes of f(z).

Proof of Theorem 1.2 (iii), (iv), (v) and (vi). Let us make sure thatD(λ) satisfies the
assumptions of Theorem 2.13. It follows by (2.21) that D(λ) = O(e3|λ|1/2

) and hence
D(λ) = O(e|λ|) as |λ| → ∞.

Let us show that the zeroes of D(λ) are composed of only real zeroes. It turns
out by Lemma 2.9 (i) and Lemma 2.5 that D(λ) + 1 has 2 zeroes in Ω(2nπ + 3π

8 ,
π
8 )

and D(λ) has 1 zero in Ω(2nπ + π
8 ,

π
8 ), counted with multiplicities, for n ≥ n0,

where n0 is enough large. Thus, we see that −1 < D((2nπ + π
4 )2) < 0. We recall

that µ0, µ1, . . . , µ2n0 ∈ (−∞, (2nπ + π
4 )2), D(µ0) = 1 and (−1)jD(µj) ≥ 1 for j =

1, 2, 3, . . . , 2n0. These combined with −1 < D((2nπ + π
4 )2) < 0 and the intermediate

value theorem implies that D(λ) has at least 1 + 6n0 zeroes in (−∞, (2nπ + π
4 )2),

counted with multiplicities. Since it follows by Lemma 2.5 that D(λ) has exactly
1+6n0 zeroes in Ω(0, (2nπ+π

4 )), we conclude thatD(λ) has only real zeroes. Therefore,
(1.2) is established. This combined with Lemma 2.7 implies that (−1)nD(λ0,n) ≤ 1
for any n ∈ N. Thus, we obtain statement (iii).

We next show (iv), (v) and (vi). We pick n0 ∈ N satisfying the statements of
Lemma 2.6, 2.7 and 2.9. Since ∆(λ) + 1

2 (respectively, ∆(λ) − 1
2 ) has 2n0 zeroes in

Ω(2n0) and 1 zero in Ω(2n0π+ π
2 ,

π
4 ) by Lemma 2.6, we see that ∆(λ)+ 1

2 (respectively,
∆(λ) − 1

2 ) has 2n0 + 1 zeroes in the interval I = (−∞, (2n0π + 3
4π)2). Furthermore,
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since µ2n0+1 ∈ ((2n0π + 3
4π)2, (2n0π + 5

4π)2) holds true for large enough n0 ∈ N, we
see that

µ0, ζ
+
0 , ζ

−
1 , µ1, ζ

+
1 , ζ

−
2 , µ2, ζ

+
2 , . . . , ζ

−
2n0

, µ2n0 , ζ
+
2n0

, ζ−
2n0+1

are in I and µ2n0+1 is not in I.
Since D(λ) − 1 has 1 zero in Ω(2n0π + 5

8π,
π
8 ) and Ω(2n0π + 7

8π,
π
8 ) respectively,

we see that D((2n0π+ 3
4π)2) > 1. Thus, we see that there exist 1 zero of D(λ) + 1 in

the neighborhood of µ0 and ζ−
2n0+1, 2 zeroes of D(λ) + 1 in the neighborhood of

µ2, µ4, . . . , µ2n0 , ζ
−
1 , ζ

+
1 , ζ

−
3 , ζ

+
3 , . . . , ζ

−
2n0−1, ζ

+
2n0−1

and 2 zeroes of D(λ) − 1 in the neighborhood of

µ1, µ3, . . . µ2n0−1, ζ
+
0 , ζ

−
2 , ζ

+
2 , ζ

−
4 , ζ

+
4 . . . , ζ−

2n0
, ζ+

2n0
,

respectively and counted with multiplicities. Thus, it follows by the intermediate value
theorem that at least 2+6n0 zeroes of D(λ)+1 and at least 2+6n0 zeroes of D(λ)−1
are in I.

It turns out by using Lemma 2.9 (i) that there are exactly 2 + 6n0 zeroes of
D(λ) + 1 in Ω(0, 2n0π + 3

4 ), counted with multiplicities. Moreover, it turns out by
Lemma 2.9 (ii) that there are exactly 2 + 6n0 zeroes of D(λ) − 1 in Ω(0, 2n0π + 3

4π).
Thus, we conclude that both D(λ) + 1 and D(λ) − 1 have only real zeroes. It follows
by Lemma 2.7 that the inequalities stated in Theorem 1.2 (iv), (v) and (vi) hold
true.

3. PROOF OF THEOREM 1.3

In order to prove Theorem 1.3, we first prove the followings.

Lemma 3.1. (i) The sequence {z±
n } satisfies the asymptotics

√
z±
3n = u±

n,3 +
q0

2u±
n,3

+ o
( 1

n

)
, (3.1)

√
z±
3n−1 = u±

n,2 +
q0

2u±
n,2

+ o
( 1

n2

)
, (3.2)

√
z±
3n−2 = u±

n,1 +
q0

2u±
n,1

+ o
( 1

n2

)
as n → ∞. (3.3)

(ii) The sequence {x±
n } satisfies the asymptotics
√
x±

3n−1 = v±
n,2 +

q0

2v±
n,2

+ o
( 1

n

)
, (3.4)

√
x±

3n = v±
n,3 +

q0

2v±
n,3

+ o
( 1

n2

)
, (3.5)

√
x±

3n+1 = v±
n,1 +

q0

2v±
n,1

+ o
( 1

n2

)
as n → ∞. (3.6)
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Proof. We give the proof of (i). We recall ∆−(λ) = 1
2 (φ′(1, λ) − θ(1, λ)) and (2.23).

Since the equation D(λ) − 1 is equivalent to ∆3(λ) = 1
9 (∆2

−(λ) + 7)∆(λ) + 2
9 , which

is a cubic equation with respect to ∆(λ). By using the method by François Viète, we
see that the solutions to D(λ) − 1 are given by ∆(λ) = ∆1(λ),∆2(λ),∆3(λ), where

∆j(λ) = 2

√
∆2

−(λ) + 7

27
cos

[
1

3
arccos

{
9
√

3

(∆2
−(λ) + 7)3/2

}
+

2π

3
(j − 1)

]

for j = 1, 2, 3. First, we see that

∆1(λ) →
√

28

27
cos

{
1

3
arccos

(
9
√

3

7
√

7

)}
= 1 as λ → ∞.

Next, we claim that ∆2(λ) → − 2
3 and ∆3(λ) → − 1

3 as λ → ∞. Putting α =
1
3 arccos 9

√
3

7
√

7
, we have

∆2(λ) →
√

28

27
cos
(
α+

2π

3

)

as λ → ∞. Since 0 < α < π
6 , we see that sinα =

√
1
28 . Thus, we see that ∆2(λ) → − 2

3

as λ → ∞. In a similar way, we notice that ∆3(λ) → − 1
3 as λ → ∞.

We quote the following from [5]:

∆(λ) = cosχ(λ), χ(λ) =
√
λ− q0

2
√
λ

+
o(1)

λ

as |λ| → ∞. Putting λ = z±
3n, we have

χ(z±
3n) =

√
z±
3n − q0

2
√
z±
3n

+
o(1)

z±
3n

.

Putting χ(z±
3n) = a±

3n + b±3n, a±
3n =

√
z±
3n − q0

2
√

z±
3n

+ o(1)

z±
3n

∈ R and b±3n = o(1)

z±
3n

∈ R, we

have
∆1(z

±
3n) = cosχ(z±

3n) = cos a±
3n cosh b±3n − i sin a±

3n sinh b±3n.

Since ∆1(z
±
3n) → 1 as n → ∞, we see that

cos



√
z±
3n − q0

2
√
z±
3n

+
o(1)

z±
3n


→ 1

as n → ∞. Thus, we see that
√
z±
3n − q0

2
√
z±
3n

+
o(1)

z±
3n

→ 2πk
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for some integer k. By virtue of Lemma 2.9 (i), we see that
√
z±
3n ∈ Ω(2nπ, π

4 ),√
z±
3n−1 ∈ Ω( 5

4π+2(n− 1)π, π
4 ) and

√
z±
3n−2 ∈ Ω( 3

4π+2(n− 1)π, π
4 ) for large enough

n ∈ N. Thus, we see that

|
√
z±
3n − u±

n,3| <
π

2
, |

√
z±
3n−1 − u±

n,2| <
π

2
, |

√
z±
3n−2 − u±

n,1| <
π

2

for large enough n ∈ N. Thus, we have k = n and hence
√
z±
3n − u±

n,3 − q0

2
√
z±
3n

→ 0

as n → ∞. Putting

ϵ±3n =

√
z±
3n − u±

n,3 − q0

2u±
n,3

+
o(1)

n2
,

we have ϵ±3n → 0 as n → ∞. In a similar way, we have

ϵ±3n−1 :=
√
z±
3n−1 − u±

n,2 − q0

u±
n,2

+
o(1)

n2
→ 0,

ϵ±3n−2 :=
√
z±
3n−2 − u±

n,1 − q0

u±
n,1

+
o(1)

n2
→ 0

as n → ∞.
It follows by Taylor’s theorem that

cosχ(z±
3n) = cos(u±

n,3 + ϵ±3n) = 1 − 1

2
(ϵ±3n)2(1 + O(ϵ±3n)) (3.7)

as n → ∞. On the other hand, we claim that

cosχ(z±
3n) = 1 + o

( 1

n2

)
(3.8)

as n → ∞. First, it follows by (2.23) that ∆2
−(λ) = o

(
1
λ

)
as |λ| → ∞ and hence

√
∆2

−(λ) + 7

27
−
√

7

27
=

∆2
−(λ)

√
27(
√

∆2
−(λ) + 7 +

√
7)

= o
( 1

λ

)

as |λ| → ∞. Thus, we see that
√

∆2
−(z±

3n) + 7

27
=

√
7

27
+ o
( 1

n2

)
(3.9)

as n → ∞. We put

α(λ) = arccos
9
√

3

(∆2
−(λ) + 7)3/2

, α0 = arccos
9
√

3

7
√

7
and ρ(λ) =

1

3
(α(λ) − α0).
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Then, we have

cos
α(λ)

3
= cos

(α0

3
+ ρ(λ)

)
= cos

α0

3
−
(

sin
α0

3

)
ρ(λ)(1 + O(ρ(λ))) (3.10)

Since it follows by (2.23) that

1

(∆2
−(λ) + 7)3/2

− 1

7
√

7

=


 1√

∆2
−(λ) + 7

− 1√
7




 1

∆2
−(λ) + 7

+
1√

∆2
−(λ) + 7

+
1

7




=

√
7 −

√
∆2

−(λ) + 7

√
7
√

∆2
−(λ) + 7

× O(1) =
∆2

−(λ)
√

7 +
√

∆2
−(λ) + 7

× O(1) = o
( 1

λ

)

(3.11)

as |λ| → ∞, we have

α(λ) = arccos
(
a0 + o

( 1

λ

))
as |λ| → ∞,

where a0 = 9
√

3
7
√

7
. Utilizing Taylor’s theorem, there exists some θ ∈ (0, 1) such that

arccos(a+ x) = arccos a0 − 1

1 − a2
0

x− θx+ a

{1 − (θx+ a)2}3/2
x2.

So, we see that

α(λ) = arccos a0 + o
( 1

λ

)
= α0 + o

( 1

λ

)

and hence ρ(λ) = o
(

1
λ

)
as |λ| → ∞. Substituting this for (3.10), we see that cos α(λ)

3 =

cos α0

3 + o( 1
λ ) as |λ| → ∞ and hence

cos
α(z±

3n)

3
=

√
27

28
+ o
( 1

n2

)

as n → ∞. This combined with (3.9) and cosχ(z±
3n) = ∆1(z

±
3n) implies (3.8). Com-

paring (3.7) and (3.8), we see that ϵ±3n = o( 1
n ) as n → ∞ and conclude that (3.1) is

valid.
Next, we show (3.2). Since cosu−

n,2 = − 2
3 , cosu+

n,2 = − 1
3 , sinu−

n,2 = −
√

5
3 and

sinu+
n,2 = −2

√
2

3 , it follows by using Taylor’s theorem for cosχ(z±
3n−1) = cos(u±

n,2 +

ϵ±3n−1) that

cosχ(z+
3n−1) = −1

3
+

2
√

2

3
ϵ+3n−1 +

1

6
(ϵ+3n−1)

2(1 + O(ϵ+3n−1)), (3.12)

cosχ(z−
3n−1) = −2

3
+

√
5

3
ϵ−3n−1 +

1

6
(ϵ+3n−1)

2(1 + O(ϵ−3n−1)). (3.13)
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Putting α1 = α0

3 + 2
3π, we have

cos
(1

3
α(λ) +

2π

3

)
= cos(α1 + ρ(λ))

= cosα1 − (sinα1)ρ(λ))(1 + O(ρ(λ))

= −
√

3

7
− 1

7
ρ(λ)(1 + O(ρ(λ)).

Since we get √
∆2

−(z±
3n−1 + 7)

27
=

√
7

27
+ o
( 1

n2

)

in a similar way to (3.9), it turns out by cosχ(z−
3n−1) = ∆2(z

−
3n−1) that

cosχ(z−
3n−1) =

(√28

27
+ o
( 1

(u−
n,2)

2

))(
−
√

3

7
− 1

7
ρ(λ)(1 + O(ρ(z−

3n−1))
)

= −2

3
− 1

7

√
28

27
ρ(z−

3n−1)(1 + O(ρ(z−
3n−1))) + o

( 1

n2

)

as n → ∞. Since ρ(z−
3n−1) = o( 1

n2 ), we have cosχ(z−
3n−1) = −2

3 + o( 1
n2 ) as n → ∞.

Similarly, we also obtain cosχ(z+
3n−1) = − 1

3 + o( 1
n2 ) as n → ∞. These combined with

(3.12) and (3.13) implies that (3.2) and (3.3) hold true.
In a similar way, we obtain the statements of (ii).

This lemma is a preparation for Theorem 1.3 (iii). We next make a preparation
for Theorem 1.3 (i) and (ii). For this purpose, we define the monodromy matrix.

Definition 3.2. Let Θ(x, λ) = {Θα(x, λ)}α∈Z and Φ(x, λ) = {Φα(x, λ)}α∈Z be the
solutions to the equations

−f ′′
α(x, λ) + q(x)fα(x, λ) = λfα(x, λ), α ∈ Z, (3.14)

fn,1(1) = fn,2(1) = fn,3(0), (3.15)
−f ′

n,1(1) − f ′
n,2(1) + f ′

n,3(0) = 0, (3.16)
fn,3(1) = fn,4(0) = fn,5(0), (3.17)
−f ′

n,3(1) + f ′
n,4(0) + f ′

n,5(0) = 0, (3.18)
fn,4(1) = fn,5(1) = fn+1,1(0) = fn+1,2(0), (3.19)
−f ′

n,4(1) − f ′
n,5(1) + f ′

n+1,1(0) + f ′
n+1,2(0) = 0 (3.20)

for n ∈ Z subject to the initial conditions

Θ0,1(0, λ) = 1, Θ′
0,1(0, λ) = 0,

and
Φ0,1(0, λ) = 0, Φ′

0,1(0, λ) = 1,
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respectively. Then, we define the monodromy matrix with respect to H as follows:

M(λ) =

(
Θ1,0(0, λ) Φ1,0(0, λ)
Θ′

1,0(0, λ) Φ′
1,0(0, λ)

)
.

We recall the monodromy matrix

M(λ) =

(
θ(1, λ) φ(1, λ)
θ′(1, λ) φ′(1, λ)

)

for H0. The components of the monodromy matrix are given by the fundamental
solutions as follows, where θ1 = θ(1, λ), θ′

1 = θ′(1, λ), φ1 = φ(1, λ) and φ′
1 = φ′(1, λ).

Lemma 3.3. We have:

Θ1,1(0) =
1

2
(φ′

1 + 2θ1){(θ1 + 2φ′)θ1 − 2} − θ1
2
,

Θ′
1,1(0) =

φ′
1

2φ1
(φ′

1 + 2θ1){(θ1 + 2φ′
1)θ1 − 2} − θ1φ

′
1

2φ1
− (θ1 + 2φ′

1)θ1 − 2

φ1
,

Φ1,1(0) =
φ1

2
(φ′

1 + 2θ1)(θ1 + 2φ′
1) − φ1

2
,

Φ′
1,1(0) =

φ′
1

2
(φ′

1 + 2θ1)(θ1 + 2φ′
1) − φ′

1

2
− (θ1 + 2φ′

1)

and
M(λ) = R−1(λ)T (λ)R(λ)M(λ),

where

R(λ) =

(
1 0
0 φ(1, λ)

)
, T (λ) =

(
T11(λ) T12(λ)
T21(λ) T22(λ)

)
,

and

T11(λ) =
(θ1 + 2φ′

1)(φ
′
1 + 2θ1)

2
− 1

2
− φ′

1(φ
′
1 + 2θ1),

T12(λ) = φ′
1 + 2θ1,

T21(λ) =
φ′

1

2
(φ′

1 + 2θ1)(θ1 + 2φ′
1) +

3

2
φ′

1 − φ′2
1 (φ′

1 + 2θ1) − (θ1 + 2φ′
1),

T22(λ) = φ′
1(φ

′
1 + 2θ1) − 2.

Proof. Since any solution to −f ′′ + qf = λf is given by

f(x, λ) = f(0, λ)θ(x, λ) +
f(1, λ) − θ(1, λ)f(0, λ)

φ(1, λ)
φ(x, λ)

for x ∈ (0, 1), we obtain

f ′
α(0, λ) =

fα(1, λ) − θ(1, λ)fα(0, λ)

φ(1, λ)
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and
f ′

α(1, λ) =
φ′(1, λ)fα(1, λ) − fα(0, λ)

φ(1, λ)

for α ∈ Z. Substituting these for (3.16), (3.18) and (3.20) and using (3.15), (3.17)
and (3.19), we obtain the following:

f0,3(1) − (θ1 + 2φ′
1)f0,1(1) + 2f0,1(0) = 0, (3.21)

−(φ′
1 + 2θ1)f0,3(1) + f0,1(1) + 2f1,1(0) = 0, (3.22)

f ′
1,1(0) =

φ′
1

φ1
f1,1(0) − 1

φ1
f0,3(1). (3.23)

Substituting f = Θ for (3.21) and using Θ0,1(x, λ) = θ(x, λ), we obtain

Θ0,3(1) = (θ1 + 2φ′
1)θ1 − 2. (3.24)

Using this after substituting f = Θ for (3.22), we have

Θ1,1(0) =
1

2
(φ′

1 + 2θ1){(θ1 + 2φ′
1)θ1 − 2} − θ1

2
.

Using this and (3.24) after substituting f = Θ for (3.23), we obtain

Θ′
1,1(0) =

φ′
1

2φ1
(φ′

1 + 2θ1){(θ1 + 2φ′
1)θ1 − 2} − θ1φ

′
1

2φ1
− (θ1 + 2φ′

1)θ1 − 2

φ1
.

In a similar way, we see that Φ1,1(0) and Φ′
1,1(0) are expressed as seen in the

statement of this lemma. Moreover, straightforward calculations give us the latter
part of the assertion of this lemma.

Lemma 3.4. We have

σ(Hap) = {λ ∈ R |D(λ) = −1}

and
σ(Hp) = {λ ∈ R |D(λ) = 1}.

Proof. It suffices to show that det (M(λ)±I) = 2(1±D(λ)). It follows by Lemma 3.3
and det M(λ) = 1 that

det M(λ) = det T (λ) = 1.

Furthermore, we see that

tr M(λ) =
θ1 + φ′

1

2
(φ′

1 + 2θ1)(θ1 + 2φ′
1) − (φ′

1 + 2θ1) − θ1 + φ′
1

2
− (θ1 + 2φ′

1)

= ∆(λ)(2∆(λ) + θ1)(2∆(λ) + φ′
1) − ∆(λ) − 6∆(λ)

= ∆(λ)(8∆2(λ) + θ1φ
′
1 − 7) = 2D(λ).

Thus, we obtain det (M(λ) ± I) = 2(1 ±D(λ)).
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Recall that
σ(Hp) = {λ+

2,0, λ
−
2,2, λ

+
2,2, λ

−
2,4, λ

+
2,4, . . . }

and
σ(Hap) = {λ−

2,1, λ
+
2,1, λ

−
2,3, λ

+
2,3, . . . , }.

Proof of Theorem 1.3. Lemma 3.4 and Theorem 1.2 (iv), (v), (vi) implies (i). The-
orem 1.1 and Theorem 1.3 (i) implies (ii). Lemma 2.6 implies that (iii). Thus, it
suffices to show (iv). It follows by Lemma 3.4 and Theorem 1.2 (vi) that λ+

2,0 = z+
0 ,

λ±
2,2n−1 = x±

n , λ±
2,2n = z±

n . So, we see that λ±
2,6n−3 = x±

3n−1, λ
±
2,6n−1 = x±

3n,
λ±

2,6n−1 = x±
3n, λ±

2,6n+1 = x±
3n+1, λ

±
2,6n = z±

3n, λ±
2,6n−2 = z±

3n−1, λ
±
2,6n−4 = z±

3n−2.
These combined with Lemma 3.1 imply that

λ±
2,6n−5 = (v±

n−1,1)
2 + q0 + o

(
1

n

)
, (3.25)

λ±
2,6n−4 = (u±

n,1)
2 + q0 + o

(
1

n

)
, (3.26)

λ±
2,6n−3 = (v±

n,2)
2 + q0 + o(1), (3.27)

λ±
2,6n−2 = (u±

n,2)
2 + q0 + o

(
1

n

)
, (3.28)

λ±
2,6n−1 = (v±

n,3)
2 + q0 + o

(
1

n

)
, (3.29)

λ±
2,6n = (u±

n,3)
2 + q0 + o(1) (3.30)

as n → ∞. So, we obtain (1.3), (1.4), (1.6), (1.7). Thus, our final work is to show
(1.5) and (1.8).

Let us prove (1.8). Since
√
λ±

2,6n = 2nπ + O( 1
n ) as n → ∞, we consider λ such

that
√
λ = 2nπ + O( 1

n ) as n → ∞. We see that

∂S

∂λ
(λ) =

1

2
√
λ

1∫

0

(1 − 2t)q(t) cos
√
λ(1 − 2t)dt

and

∂2S

∂λ2
(λ) = − 1

2λ

∂S

∂λ
(λ) − 1

4λ

1∫

0

(1 − 2t)2q(t) sin
√
λ(1 − 2t)dt.

Then, it follows by

sin
√
λ(1 − 2t) = − sin 4tπt+ O

( 1

n

)

and
cos

√
λ(1 − 2t) = cos 4nπt+ O

( 1

n

)
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for t ∈ (0, 1) as
√
λ = 2nπ + O( 1

n ) that

S(λ) = −
(
q̂s,2n + O

( 1

n

))
,

∂S

∂λ
(λ) =

q̃c,2n + O( 1
n )

4nπ
,

∂2S

∂λ2
(λ) =

˜̃qs,2n + O( 1
n )

(4nπ)2

as
√
λ = 2nπ + O( 1

n ), where

q̃c,n =

1∫

0

(1 − 2t)q(t) cos 2nπtdt

and

˜̃qs,n =

1∫

0

(1 − 2t)2q(t) sin 2nπtdt

for n ∈ N. These combined with (2.23) imply that

∆−(λ) =
q̂s,2n + O( 1

n )

4nπ
, ∆̇−(λ) = − q̃c,2n + O( 1

n )

(4nπ)2
,

∆̈−(λ) = −
˜̃qs,2n + O( 1

n )

(4nπ)3

(3.31)

as
√
λ = 2nπ + O( 1

n ), where ḟ(λ) implies that the derivative of f with respect to λ.
Furthermore, we obtain

∆(λ) = 1 + O(
1

n2
), ∆̇(λ) = O(

1

n2
),

∆̈(λ) = −1 + O( 1
n )

(4nπ)2
,

...
∆(λ) = O(

1

n4
)

(3.32)

as
√
λ = 2nπ + O( 1

n ).
Since

θ(1, λ)φ′(1, λ) = θ′(1, λ)φ(1, λ) + 1 = ∆2(λ) − ∆2
−(λ),

we see that

D(λ) =
9

2
∆3(λ) − ∆(λ)∆2

−(λ)

2
− 7

2
∆(λ). (3.33)

Let {λn}∞
n=1 be the zeroes of ∆̇(λ) such that λ1 < λ2 < λ3 < · · · . Then, we have

Ḋ(λ2n) = −∆(λ2n)∆−(λ2n)∆̇−(λ2n). (3.34)

Since
√
λn = nπ + O( 1

n ) as n → ∞, it follows by substituting (3.31) and (3.32) that

Ḋ(λ2n) = −
(
1 + O

( 1

n2

))( q̂s,2n + O( 1
n )

4nπ

)(
− q̃c,2n + O( 1

n )

(4nπ)2

)

=
q̂s,2n + O( 1

n )

4nπ
· q̃c,2n + O( 1

n )

(4nπ)2
+ O

( 1

n5

) (3.35)

as n → ∞.
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On the other hand, it follows by Taylor’s theorem that

Ḋ(λ2n) = D̈(λ2,6n)s2n(1 + O(sn)), (3.36)

where λ2,6n ∈ [λ−
2,6n, λ

+
2,6n] be the value satisfying Ḋ(λ2,6n) = 0 and s2n = λ2n −

λ2,6n → 0 as n → ∞ because of
√
λn = nπ + O( 1

n ) as n → ∞. By virtue of

D̈(λ) =
27

2
∆̈(λ)∆2(λ) + 27(∆̇(λ))2∆(λ) − ∆̈(λ)∆2

−(λ)

2

− 2∆̇(λ)∆−(λ)∆̇−(λ) − ∆(λ)(∆̇−(λ))2 − ∆(λ)∆−(λ)∆̈−(λ) − 7

2
∆̈(λ),

we obtain

D̈(λ2,6n) = − 10

(4nπ)2
+ O

( 1

n3

)

as n → ∞ by using (3.31) and (3.32). This combined with (3.34) and (3.35) means
that

s2n = − (q̂s,2n + O( 1
n ))(q̃c,2n + O( 1

n ))

40nπ
as n → ∞.

Let ϵ±2,6n = λ±
2,6n − λ2n and ϵ±2n = λ±

2n − λ2n. Then, we have ϵ±2,6n → 0 as n → ∞
because of (3.30) and λ2n = 4n2π2 + q0 + ℓ2(n). On the other hand, we see that and
ϵ±2n → 0 as n → ∞, because λn = (nπ)2 +q0 +O( 1

n ) and λ±
n = n2π2 +q0 ±|q̂n|+O( 1

n )
as n → ∞, which is quoted from [3] and [6]. It turns out by (3.32) and Taylor’s
theorem that

∆(λ±
2,6n) = ∆(λ2n) + ∆̇(λ2n)ϵ±2,6n +

∆̈(λ2n)

2
(ϵ±2,6n)2 +

...
∆(λ2n)

6
(ϵ±2,6n)3(1 + O(ϵ±2,6n))

= ∆(λ2n) +A±
2,2n,

where

A±
2,2n =

∆̈(λ2n)

2
(ϵ±2,6n)2

(
1 + O

(ϵ±2,6n

n2

))

as n → ∞. Furthermore, it follows by Taylor’s theorem that

1 = ∆(λ±
2n) = ∆(λ2n) +A±

2n,

where

A±
2n =

∆̈(λ2n)

2
(ϵ±2n)2

(
1 + O

(ϵ±2n

n2

))

as n → ∞. Thus, we see that

∆(λ±
2,6n) = 1 +A±

0,2n −A±
2n. (3.37)

It follows by (3.33) that

∆3(λ±
2,6n) =

1

9
(∆2

−(λ±
2,6n) + 7)∆(λ±

0,6n) +
2

9
.
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Inserting the first equality of (3.31) and (3.37), we obtain

(1 +A±
2,2n −A±

2n)3 =
1

9

{(
q̂s,2n + O( 1

n )

4nπ

)2

+ 7

}
(1 +A±

2,2n −A±
2n) +

2

9

(3.38)

as n → ∞. It follows by (3.32) that

A±
2,2n = −1 + O( 1

n )

2(4nπ)2
(ϵ±2,6n)2

(
1 + O

(ϵ±2,6n

n2

))

and

A±
2n = −1 + O( 1

n )

2(4nπ)2
(ϵ±2n)2

(
1 + O

(ϵ±2n

n2

))

as n → ∞. Thus, we see that

A±
2,2n −A±

2n = B±
2n + o

( 1

n3

)

as n → ∞, where

B±
2n =

(ϵ±2n)2 − (ϵ±2,6n)2

2(4nπ)2
.

Since ϵ±2n → 0 and ϵ±2,6n → 0 as n → ∞, we see that A±
2,2n −A±

2n = o( 1
n2 ) as n → ∞.

This combined with (3.38) means that

1 + 3B±
2n + o

( 1

n3

)
=

1

9

(
q̂s,2n + O( 1

n )

4nπ

)2

+ 1 +
7

9
B±

2n + o
( 1

n3

)

as n → ∞. Thus, we obtain
(
q̂s,2n + O( 1

n )

4nπ

)2

= 20B±
2n + o

( 1

n3

)

and hence
(q̂s,2n + O(

1

n
))2 = 10{(ϵ±2n)2 − (ϵ±2,6n)2} + o

( 1

n

)

as n → ∞. Since q̂s,n = Im q̂n and q̂n =
1∫
0

q(t)e2nπitdt, we have |q̂s,n| = O(q̂n) as

n → ∞. So, we have

(q̂s,2n)2 +
O(|q̂2n|)

n
= 10{(ϵ±2n)2 − (ϵ±2,6n)2} + o

( 1

n

)
(3.39)

as n → ∞. We refer λ±
n = n2π2+q0±|q̂n|+O( 1

n ) from [11], and λn = n2π2+q0+O( 1
n )

from [6]. These imply that ϵ±2n = ±|q̂2n| + O
(

1
n

)
as n → ∞. Substituting this for

(3.39), we see that

(ϵ±2,6n)2 = |q̂2n|2 − (q̂s,2n)2

10
+ O

( 1

n

)
,



Decisiveness of the spectral gaps of periodic Schrödinger operators. . . 233

and hence

ϵ±2,6n = ±
√

|q̂2n|2 − (q̂s,2n)2

10
+ O

( 1

n

)

as n → ∞. This is why we get (1.8). The proof of (1.5) is similar to the one of (1.8).
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