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Abstract:
Recently, time series forecasting modelling in the Con‐
sumer Price Index (CPI) has attracted the attention of
the scientific community. Several research projects have
tackled the problem of CPI prediction for their countries
using statistical learning, machine learning and deep
neural networks. The most popular approach to CPI in
several countries is the Autoregressive Integrated Mov‐
ing Average (ARIMA) due to the nature of the data.
This paper addresses the Cuban CPI forecasting problem
using Transformer with attention model over univariate
dataset. The fine tuning of the lag parameter shows that
Cuban CPI has better performancewith small lag and that
the best result was in 𝑝 = 1. Finally, the comparative
results between ARIMA and our proposal show that the
Transformer with attention has a very high performance
despite having a small data set.

Keywords:Consumer price index, Time series forecasting,
Transformer with attention, ARIMA, LSTM.

1. Introduction
The Consumer Price Index (CPI) is a macroeco‐

nomic indicator that aims is to measure the variations
over time of the prices of goods and services, included
in the family basket, which respond to the inal con‐
sumption expenditures of households. The CPI, one of
the most popular indicators in the ield of social and
economic statistics, is a general macroeconomic indi‐
cator and a reference for measuring in lation [24]. The
main elements for the construction of the index are:
having a representative basket of household expen‐
ditures and a weighting structure that de ines the
importance of each of these products in the popula‐
tion’s consumption. The weighting assigned to each
good or service determines the effect that the varia‐
tion in its price will have on the CPI [20].

In the case of Cuba, the weighting re lects the
data obtained in the National Survey of Household
Income and Expenditures (ENIGH), which was
conducted between August 2009 and February 2010.
The weights of goods and services are therefore
based on the consumption expenditures that
households have access to at that time. The goods
and services that affect Cuba’s CPI are: 01 Food and
non‐alcoholic beverages; 02 Alcoholic beverages
and tobacco; 03 Clothing; 04 Housing services;
05 Furniture and household items; 06 Health; 07

Transportation; 08 Communications; 09 Recreation
and culture; 10 Education; 11 Restaurants and
hotels; 12 Miscellaneous personal care goods and
services [5].

The Monthly Publication of the CPI from the
National Of ice of Statistics and Information (ONEI),
gives the average variation experienced by the prices
of a basket of goods and services, representative of
the consumption of the population in a given period.
Approximately 33596 prices are collected monthly,
in 8607 establishments, located in 18 municipalities
throughout Cuba, the urban area of the head munici‐
palities of 14 provinces and 4 municipalities of Havana
province, obtaining national coverage. This means
that the index to be shown is only representative of
the country; it does not exist at the level of regions
or municipalities. The basket of goods and services
includes 298 items that represent more than 90.0%
of household expenditure. The data are published in
the form of reports in pdf format, which makes it
dif icult to process and analyze them because there is
no integrated view of the database [18].

Banking, inancial and government authorities
systematically monitor the behavior of this indicator
as a measure of in lation. It is a reference for monetary
policy decisions in all countries. Public administra‐
tions frequently analyze this indicator to evaluate
issues such as retirement, unemployment, average
wage, subsidies [9]. Due to the nature of the data and
the frequency with which it is captured, the historical
collection of data is considered to be univariate time
series as a global metric CPI or multivariate where the
goods and services are taken into account.

In general, several approaches in the CPI fore‐
casting ield, model the problem as a univariate time
series, concentrating only on the study of the global
indicator. Approaching it as a multivariate problem,
taking into account the variation of the prices of each
goods or service included in the basket, does not
work well since the global index is composed of the
weighted aggregation of the prices of each products.
The most widely used statistical method for fore‐
casting the CPI as a univariate time series problem
has been the family of the Autoregressive Integrated
Moving Average (ARIMA) [1, 6, 7, 15–17]. Recently,
deep learning techniques for time series forecasting
have improved the performance of CPI prediction.
Recurrent Neural Networks (RNN) or Long Short‐
Term Memory (LSTM) architectures have the ability
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to capture time dependence in data, while handling
more than one output variable to estimate more than
one time instant. Three examples that show good per‐
formance with simple LSTM [26] model and temporal
data at different time intervals are from Mexico [8],
Ecuador [19,21] and Indonesia [13].

A considerable number of studies were done
to analyse the CPI data in different countries. For
CPI forecasting, ARIMA models have been widely
employed due to the nature of this type of time series,
which have very few data samples. The evaluation
methodology contemplates the analysis of the season‐
ality of the time series and the evaluation and selection
of the best forecasting model, following the exhaustive
strategy of the walk forward validation. On the other
hand, some works have focused on the use of deep
neural network models. In this type of approach, the
great challenge is to obtain generalized models with
high accuracy on small data samples, as in the case of
the CPI time series.

The aim of this work is to develop a new dataset
of Cuba’s monthly CPI and a respective time series
forecasting model based in Attention mechanism that
considers a mapping to a large data representation
in encode‐decode architecture. In the deep learning
proposal, a set of attributes must be represented with
an adequate treatment of the non‐linearity in the
time series relationship. On the other hand, the model
should consider a model selection over grid search
and a ine tuning of the parameters in the learning
process. A comparative baseline study was developed
taking in to account ARIMA, and our proposal based
on Transformer with attention.

2. Basic Concepts and Notation in Time Series
Forecasting
A time series is denoted as a collection of val‐

ues of a given variable or set of variables ordered
chronologically and sampled at constant time inter‐
vals. It is mathematically de ined as a set of random
variables 𝑦𝑖,𝑡 , 𝑡 = 1, 2, … , 𝑛 that describe a physical
phenomenon. Time series forecasting models predict
future values of a target {𝑦𝑖,𝑡+𝑙}, 𝑙 = 1, 2, … ,𝑚 for
a given variable 𝑖 at the time 𝑡. In the simplest case
the one‐step‐ahead forecasting model and univariate
data, we can de ine the model as:

�̂�𝑡+1 = 𝑓(𝑦𝑗𝑡 , 𝑦𝑗𝑡−1, 𝑦𝑗𝑡−2, … , 𝑦𝑗𝑡−𝑘 ,𝑊𝑗
𝑘 ) (1)

Where �̂�𝑡+1 is the forecast for univariate data at
instant 𝑡 + 1, {𝑦𝑗𝑡 , 𝑦𝑗𝑡−1, 𝑦𝑗𝑡−2, … , 𝑦𝑗𝑡−𝑘} are the feature
representation space of data that consider a lag win‐
dow of size 𝑘, inally 𝑊𝑗

𝑘 are the parameters in the
model. For those problems in which there is more
than one variable, spatially related and whose nature
individually shows a temporal relationship, we say
that the problem is a multivariate time series. Clas‐
sical statistical or machine learning models need to
consider the univariate or multivariate problem dif‐
ferently, however, deep learning models can handle
both with high accuracy [10].

Time series are usually characterized by three
components: trend, seasonality and residuals. In real
world time series, and particularly in the CPI problem,
seasonality can be affected by external agents such
as the economic and inancial crisis, the prices of the
main products in the world market and emerging sit‐
uations such as the COVID‐19 pandemic.

There are many methods that can be used for time
series forecasting and there is no seemingly best solu‐
tion for any type of problem. The choice of model
should always depend on the data and the nature
of the problem to be solved. Some models may be
more robust against outliers, but have worse per‐
formance; the best choice depend on the use case
or nature of the data. Given the diversity of time
series problems across various domains, numerous
neural network architectures choices have emerged
that obtaining very good results. While in classi‐
cal statistical models such as autoregressive models
(ARIMA), feature engineering is performed manually
and often some parameters are optimized also consid‐
ering the domain knowledge, Deep Learning models
learn features and dynamics directly from the data in
an autonomous way, learning more complex patterns
and capturing the non‐linearity in the data [2].

3. Deep Learning for Time Series Forecasting
The most popular architecture in Deep Learning

for Time Series Forecasting are the Recurrent Neural
Networks (RNNs), Long Short‐Term Memory (LSTM),
Gated Recurrent Unit (GRU) and Encoder‐Decoder
Model with attention. In a recent review article [11],
LSTM model for time series forecasting is discussed
in more detail. The main contribution of this model
to recurrent architectures such as RNNs [14, 25] is
in the solution of the optimization problem, where
classical activation functions tend to gradient vanish‐
ing in interactive propagation to capture long‐term
dependence. The Gated Recurrent Unit (GRU) [3] is
the newest generation of RNNs and is quite similar to
an LSTM. The main difference between a GRU and an
LSTM is that a GRU has gate, an update, and reset gate;
while an LSTM has three gates: an input, a forget, and
an output gate, which allow for changes in the state
vector of a cell while capturing the long‐term temporal
relationship. When the time series is small, GRU is
suggested; on the other hand, if the series is large,
it must be LSTM. GRU checks in each iteration and
can be updated with short‐term information, however
LSTM limits the change gradient in each iteration and
in this way does not allow the past information to
be completely discarded. This is why LSTM is mostly
used for 9 long‐term dependency modeling. In [11]
he states that there are no signi icant advantages with
respect to the computation time of GRU over LSTM,
although it has a smaller number of parameters in the
cells.

In RNN, LSTM and GRU each input corresponds to
an output for the same time step. However in many
real problems it is necessary to predict an output
sequence given an input sequence of different length.

13



Journal of Automation, Mobile Robotics and Intelligent Systems VOLUME 17, N∘ 2 2023

This scenario is called sequence to sequence mapping
model [22], and is behind numerous commonly used
applications like forecast a time vector [4, 27]. Atten‐
tion mechanism gives good results also in the presence
of long or small input sequences, as limits cases, which
are related to the encode mechanism that controls the
size of the representation space. Attention mechanism
has also the advantage of being more interpretable
that other Deep Learning models, that are generally
considered as black boxes since they do not have the
ability to explain their outputs. Particularity, in case
of CPI where the the data are composed of small
sequences, the encode‐decoder attention model could
be a very good contribution and uncharted area in the
scienti ic literature.

4. Forecasting via Transformer
For forecasting CPI, a Transformer‐based architec‐

ture with Self‐Attention mechanisms is applied. The
proposal follows the basic fundamental design pro‐
posed in [23], with encoder‐decoder. However, the
decoder is conceived in a hidden layer having as input
ℎ𝑙𝑎𝑠𝑡 , which represents the output of the last hidden
state of the encoder block, and as output a single
neuron.

Figure 1 represents the design of the proposed
architecture based on Transformer. At the input to the
model, for the feature representation space𝑦we apply
a positional encoder layer to process the input to the
encoder block. The residual connections of the above
mentioned layer are used in the normalization layer.
In the encoder block we de ine the number of heads in
the Multi‐Head Attention models as 𝑛ℎ𝑒𝑎𝑑𝑠 = 10.

To obtain the results, 𝑓0 ∶ IR𝑚𝑡 → IR𝑑 is considered
as an unknown function, where 𝑚 is the dimension
of random variables. The forecasting capability of an
estimator ̂𝑓 of 𝑓0 is measured via 𝔼𝐷( ̂𝑓):

𝐷( ̂𝑓) = 1
𝑚|𝑦𝑡+1 − ̂𝑓(𝑦𝑗𝑡 , 𝑦𝑗𝑡−1, 𝑦𝑗𝑡−2, … , 𝑦𝑗𝑡−𝑘 ,𝑊𝑗

𝑘 )|22
(2)

We it the internal parameters of the model using
AdamW [12] as optimizer with 50 epochs. We per‐
form the hyper‐parameter tuning via Grid Search
cross‐validation, considering the variables step‐size

Figure 1. Transformer‐based architecture design

Figure 2. Cuba CPI 2010‐2021

𝐿𝑅 and lag size 𝑝. Nevertheless, we manually set
the hyper‐parameter dimension of the embedding
𝑑𝑚𝑜𝑑𝑒𝑙 = 100 on the encoder layer.

5. Results and Discussion
5.1. Dataset

The Cuban Consumer Price Index database was
collected from the of icial website National Of ice of
the Statistic and Information ONEI [18]. This is a
monthly time series from January 2010 to December
2020 with very low variability in the data as we can
show in Table 1.

The values are the the global Cuban CPI averages
for 11 grouped of the categories and almost 298 goods
and services. It is necessary to clarify that the data
sets in the context of the CPI are very short series;
learning models that require a lot of data are not
effective in this context. Under these conditions we are
modelling an appropriated problem as a time series
forecast. Figure 2 shows the trends of the series and
seasonality.

The Augmented Dickey‐Fuller (ADF) test is a pow‐
erful tool used to check the stationarity of the time
series. This test can help to choose various parameters
such as the size of the windows or the differential
order to transform into stationary. The null hypothesis
of the ADF test is that the time series is non‐stationary.
Therefore, if the p‐value of the test is below the signif‐
icance level (0.05), the null hypothesis is rejected and
it follows that the time series is truly stationary. In our
time series the result of the ADF test can be found in
Table 2. The test result shows that the series is non‐
stationary while the irst differential its stationary.

Table 1. Characteristic of the Cuban Consumer Price
Index dataset

CPI
mean 103.35
std 1.37
min 100.12
25% 102.66
50% 103.15
75% 103.89
max 109.5
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Table 2. ADF Test over series and the first differential.
Lag order d=1

ADF Test, Cuban CPI

ADF Statistic 0.154
p-value 9.7e‐01

Critical Values
1%: ‐3.488
5%: ‐2.887

10%: ‐2.580

ADF Test, First differential of the Cuban CPI

ADF Statistic ‐4.089
p-value 1.01e‐03

Critical Values
1%: ‐3.488
5%: ‐2.887

10%: ‐2.580

Figure 3. Autocorrelation and Partial Autocorrelation in
Cuban CPI

Autocorrelation refers to how correlated a time
series is with its past values whereas the Autocor‐
relation Function (ACF) is the plot used to see the
correlation between the points, up to and including
the lag unit. Furthermore, the Partial Autocorrelation
(PACF) at lag K is the correlation that results after
removing the effects of any correlations due to the
terms at shorter lags. Figure 3; shows the ACF and
PACF of the Cuban CPI for the original and irst differ‐
ential of the series. As we can see the signi icance in
the ACF its de ined for a lag 𝑝 ≤ 4 while for the PACF
is 𝑞 ≤ 2.
5.2. Forecasting Measures

As in other similar papers, we use the most com‐
mon metrics for CPI time series forecasting. The Root
Mean Squared Error (RMSE), Mean absolute Error
(MAE) and Mean absolute Percentage Error (MAPE).
Given a test set with a window size to 𝑁, 𝐷𝑡𝑒𝑠𝑡 obser‐
vations and a forecast vector �̂�𝑡+𝑙 = 𝑓(𝑦𝑡+𝑙), these
measures are given as:

𝑅𝑀𝑆𝐸(𝑓; 𝐷𝑡𝑒𝑠𝑡) =
∑𝑦𝑡+𝑙∈𝐷𝑡𝑒𝑠𝑡 (𝑓(𝑦𝑡+𝑙) − �⃗�)2

𝑁 (3)

𝑀𝐴𝐸(𝑓; 𝐷𝑡𝑒𝑠𝑡) =
1
𝑁

𝑦𝑡+𝑙∈𝐷𝑡𝑒𝑠𝑡

(𝑓(𝑦𝑡+𝑙) − �⃗�) (4)

𝑀𝐴𝑃𝐸(𝑓; 𝐷𝑡𝑒𝑠𝑡) =
1
𝑁

𝑦𝑡+𝑙∈𝐷𝑡𝑒𝑠𝑡

(𝑓(𝑦𝑡+𝑙) − �⃗�)
�⃗� (5)

5.3. Validation and Results

In order to validate the model the transformer
we de ine the follow methodology in the validation.
Firstly, the data were split into training and testing,
using data prior to January 1, 2018 to train the models
and the last two years to validate the model. The irst
experiment was aimed to select the best model using a
grid search of the parameters in combination with the
ine tuning. The parameters, ine tuning is evaluated

at two levels, one of them related to the time series
variable representation in the input layer and in the
second level we consider the internal parameters of
the transformer. In all cases, different runs were per‐
formed with combinations of the parameter settings
to obtain the best models at each levels. The testing
strategy in case of the transformer model, considers a
“multi step ahead” approach procedure while in case
of the statistic model like ARIMA, considered in the
comparison of the challenge, use “one walk‐forward”
procedure, which learns one model in each step.

Figure 4 shows the behaviour of the different met‐
rics studied with a set of possible lag sizes 𝑝 = {1, 2,
3, 6, 9, 12}. The best solution can be found in 𝑝 = 1
for all metrics. This result is in correspondence with
ADF test and statistic analysis developed in the previ‐
ous section. A second level of parameter tuning was
developed internally towards the choice of step size
in the AdamW adaptive gradient optimization method.
For this, we chose a set of parameters in the range
𝐿𝑅 = {0.00027, 0.00025, 0.00023, 0.00021, 0.00019}.
The plot of the behavior of the error metrics shows
little sensitivity of the models to the parameter setting,
which corresponds to the robustness of the adaptive

Figure 4. Fine tuning of the lag size parameter

Figure 5. Fine tuning of the step size parameter
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Figure 6. Forecasting based Transformer

Table 3. Challenge of the proposal and ARIMA models

Parameters RMSE MAE MAPE
ARIMA (1,2,1) (𝑝, 𝑑, 𝑞) = (1, 2, 1) 0.714 0.433 0.004
ARIMA_BoxJenk (𝑝, 𝑑, 𝑞) = (1, 2, 1) 0.657 0.426 0.004
Persistence ‐ 0.739 0.530 0.005
Transformer AdamW, 𝐿𝑅 = 0.00025 0.346 0.249 0.717
Best_Transformer AdamW, 𝐿𝑅 = 0.00021 0.337 0.231 0.631

gradient as a solver method. Los resultados de la
prediccion de los ultimos dos anos a partir del mejor
modelo se ilustra en la igura 6, con un buen ajuste
del modelo. Similarly, in the experimentation, sev‐
eral ARIMA performances were carried out in order
to compare the results of modeling the problem via
transformer with respect to the classical approaches
used in similar works. For the ARIMA evaluation, dif‐
ferent combinations of the parameters (𝑝, 𝑑, 𝑞) were
executed, obtaining (1, 2, 1) as the best combination.
In addition, a nonlinear processing based on a Box
Jenkins function representation space was included
and inally a persistence forecasting model using the
previous months was used, which allows us to de ine
the worst‐case forecasting scenario. Table 3 summa‐
rizes the results of the models studied in an integrated
view. The proposed solution for CPI forecasting in
Cuba shows superior results for the all metrics in
respect to the classical ARIMA models. This result
makes us re lect on the potentialities of deep learn‐
ing and in particular the transformer‐based models
with attention mechanisms which have demonstrated
in this case study their superiority over the classical
approaches. In future studies it is suggested to extend
the case studies to the CPI of other countries and to
consider the multivariate problem.

6. Conclusion
From the tests performed, it can be concluded that

the univariate models for the study of the Cuban CPI
behave with high ef iciency under the conditions of
the evaluation considered and the introduction of the
Transformer with attention. The good results of the
deep neural networks and particularly the Transform‐
ers show stables results in the CPI dataset conditions
(Univariate and very short time series). This result its
not common in deep learning in general, where the
models need very large samples of data. On the other

hand, the results evidenced in this work establish a
baseline for the CPI database in Cuba and at the same
time provide a reference to be used in data sets from
other countries.
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