# PERIODIC SOLUTIONS IN MULTIVARIATE INVARIANCE ARGUMENTS 

Jacek Chudziak and Sebastian Wójcik<br>Communicated by P.A. Cojuhari


#### Abstract

Inspired by the recent results of A.E. Abbas we determine continuous multivariate utility functions invariant with respect to a wide family of transformations related to the shift transformations.
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## 1. INTRODUCTION

A fundamental step in decision analysis is the construction of a utility function representing a preference relation over lotteries. There are several approaches to this problem. One of them is based on the notion of invariance of a utility function. The notion has been introduced by Pfanzagl [8] and developed in [1-5]. Let us recall that a utility function $U$ is invariant with respect to a family transformations $\Gamma$ provided that, for every member $\gamma$ of $\Gamma, U$ and $U \circ \gamma$ represent the same preference relation over lotteries. Since every utility function over lotteries is uniquely determined by its values on a set of degenerate lotteries and this set can be identified with the set of outcomes, it is enough to consider the problem of invariance on the set of all outcomes. Recently, Abbas [2] extended the notion of invariance onto multivariate utility functions. One of the main problems considered in [2] concerns n-attribute utility functions defined on a Cartesian product $X_{j=1}^{n} I_{j}$ of non-degenerate intervals $I_{1}, \ldots, I_{n}$ and invariant with respect to a family of transformations $\left\{\gamma_{\left(t_{1}, \ldots, t_{n}\right)}: X_{j=1}^{n} I_{j} \rightarrow X_{j=1}^{n} I_{j} \mid\left(t_{1}, \ldots, t_{n}\right) \in X_{j=1}^{n} T_{j}\right\}$, where $T_{1}, \ldots, T_{n}$ are non-degenerate intervals and

$$
\begin{equation*}
\gamma_{\left(t_{1}, \ldots, t_{n}\right)}\left(x_{1}, \ldots, x_{n}\right)=\left(g_{1}^{-1}\left(g_{1}\left(x_{1}\right)+\beta_{1}\left(t_{1}\right)\right), \ldots, g_{n}^{-1}\left(g_{n}\left(x_{n}\right)+\beta_{n}\left(t_{n}\right)\right)\right) \tag{1.1}
\end{equation*}
$$

[^0]for $\left(x_{1}, \ldots, x_{n}\right) \in X_{j=1}^{n} I_{j},\left(t_{1}, \ldots, t_{n}\right) \in X_{j=1}^{n} T_{j}$, where $g_{j}: I_{j} \rightarrow \mathbb{R}$ are continuous bijections and $\beta_{j}: T_{j} \rightarrow \mathbb{R}$ for $j \in\{1, \ldots, n\}$. This family contains a wide class of transformations that can be converted into shift transformations (see [2] for suitable examples). It is also remarkable that transformations of the form (1.1) commute, i.e.
$\gamma_{\left(t_{1}, \ldots, t_{n}\right)} \circ \gamma_{\left(s_{1}, \ldots, s_{n}\right)}=\gamma_{\left(s_{1}, \ldots, s_{n}\right)} \circ \gamma_{\left(t_{1}, \ldots, t_{n}\right)} \quad$ for $\quad\left(s_{1}, \ldots, s_{n}\right),\left(t_{1}, \ldots, t_{n}\right) \in \chi_{j=1}^{n} T_{j}$.
The following results deriving the forms of multivariate utility functions invariant with respect to a family of transformations $\left\{\gamma_{\left(t_{1}, \ldots, t_{n}\right)} \mid\left(t_{1}, \ldots, t_{n}\right) \in X_{j=1}^{n} T_{j}\right\}$ given by (1.1) has been proved in [2].

Theorem 1.1. Assume that $I_{1}, \ldots, I_{n}$ and $T_{1}, \ldots, T_{n}$ are non-degenerated intervals, $g_{j}: I_{j} \rightarrow \mathbb{R}$ for $j \in\{1, \ldots, n\}$ are continuous bijections and $\beta_{j}: T_{j} \rightarrow \mathbb{R}$ for $j \in\{1, \ldots, n\}$ are nonconstant continuous functions. A continuous multivariate utility function $U: X_{j=1}^{n} I_{j} \rightarrow \mathbb{R}$ is invariant with respect to a family of transformations $\left\{\gamma_{\left(t_{1}, \ldots, t_{n}\right)} \mid\left(t_{1}, \ldots, t_{n}\right) \in X_{j=1}^{n} T_{j}\right\}$ of the form (1.1) if and only if either

$$
U\left(x_{1}, \ldots, x_{n}\right)=\sum_{j=1}^{n} c_{j} g_{j}\left(x_{j}\right)+c \quad \text { for } \quad\left(x_{1}, \ldots, x_{n}\right) \in \bigwedge_{j=1}^{n} I_{j}
$$

with some $c, c_{1}, \ldots, c_{n} \in \mathbb{R}$, or

$$
U\left(x_{1}, \ldots, x_{n}\right)=a \prod_{j=1}^{n} e^{c_{j} g_{j}\left(x_{j}\right)}+c \quad \text { for } \quad\left(x_{1}, \ldots, x_{n}\right) \in \bigwedge_{j=1}^{n} I_{j}
$$

with some $a, c, c_{1}, \ldots, c_{n} \in \mathbb{R}$.
In the above result it is explicitly stated that the functions $\beta_{j}$ for $j \in\{1, \ldots, n\}$ are nonconstant, which implies that $\beta_{j}\left(T_{j}\right)$ for $j \in\{1, \ldots, n\}$ are intervals of positive length. Such an assumption is widely used in utility theory, since otherwise, the functional form of the utility would not be derived and the work would have no motivation in utility theory. More precisely, utility functions invariant with respect to a single value of parameter may depend on arbitrary periodic functions. Such solutions of the invariance problem are not really useful for utility theory because they do not help to identify the utility function. Nevertheless, the question concerning periodic solutions of the problem could be considered as the interesting one from the mathematical point of view. In fact the periodicity result for fixed constants was discussed by A.E. Abbas [1] in a univariate case and by A.E. Abbas and J. Aczél [3] in a multivariate case. In both papers the nonconstant cases have been considered as well.

In this paper we explore the case where some of the functions $\beta_{j}$ are constant. We determine all continuous utility functions $U: X_{j=1}^{n} I_{j} \rightarrow \mathbb{R}$ invariant with respect to a family of transformations $\left\{\gamma_{\left(t_{1}, \ldots, t_{n}\right)} \mid\left(t_{1}, \ldots, t_{n}\right) \in X_{j=1}^{n} T_{j}\right\}$ of the form (1.1) under the following assumption:
(A) $I_{1}, \ldots, I_{n}$ and $T_{1}, \ldots, T_{n}$ are non-degenerate intervals, $g_{j}: I_{j} \rightarrow \mathbb{R}$ for $j \in$ $\{1, \ldots, n\}$ are continuous bijections, $\beta_{j}: T_{j} \rightarrow \mathbb{R}$ for $j \in\{1, \ldots, m\}(1 \leq m \leq n)$ are constant, say $\beta_{j} \equiv \delta_{j}$ for $j \in\{1, \ldots, m\}$ with some $\delta_{j} \in \mathbb{R}$, and functions $\beta_{j}: T_{j} \rightarrow \mathbb{R}$ for $j \in\{m+1, \ldots, n\}$ (if any) are nonconstant and continuous.

Our main result reads as follows.
Theorem 1.2. A continuous utility function $U: X_{j=1}^{n} I_{j} \rightarrow \mathbb{R}$ is invariant with respect to a family of transformations $\left\{\gamma_{\left(t_{1}, \ldots, t_{n}\right)} \mid\left(t_{1}, \ldots, t_{n}\right) \in X_{j=1}^{n} T_{j}\right\}$ of the form (1.1) satisfying (A) if and only if there exists a function $p: \mathbb{R}^{m} \rightarrow \mathbb{R}$ satisfying condition

$$
\begin{equation*}
p\left(x_{1}+\delta_{1}, \ldots, x_{m}+\delta_{m}\right)=p\left(x_{1}, \ldots, x_{m}\right) \quad \text { for } \quad\left(x_{1}, \ldots, x_{m}\right) \in \chi_{j=1}^{n} I_{j} \tag{1.2}
\end{equation*}
$$

(that is a $\left(\delta_{1}, \ldots, \delta_{m}\right)$-periodic function) such that either

$$
\begin{equation*}
U\left(x_{1}, \ldots, x_{n}\right)=\sum_{j=1}^{n} c_{j} g_{j}\left(x_{j}\right)+p\left(g_{1}\left(x_{1}\right), \ldots, g_{m}\left(x_{m}\right)\right) \quad \text { for } \quad\left(x_{1}, \ldots, x_{n}\right) \in \searrow_{j=1}^{n} I_{j} \tag{1.3}
\end{equation*}
$$

with some $c_{1}, \ldots, c_{n} \in \mathbb{R}$, or

$$
\begin{equation*}
U\left(x_{1}, \ldots, x_{n}\right)=p\left(g_{1}\left(x_{1}\right), \ldots, g_{m}\left(x_{m}\right)\right) \prod_{j=1}^{n} e^{c_{j} g_{j}\left(x_{j}\right)}+c \text { for }\left(x_{1}, \ldots, x_{n}\right) \in \chi_{j=1}^{n} I_{j} \tag{1.4}
\end{equation*}
$$

with some $c, c_{1}, \ldots, c_{n} \in \mathbb{R}$.

## 2. PROOF OF THEOREM 1.2

According to the fundamental property of utility functions, two such functions $U$ and $V$ represent the same preference relation over lotteries if and only if $U=k V+l$ for some $k \in(0, \infty)$ and $l \in \mathbb{R}$. Hence, a utility function $U: X_{j=1}^{n} I_{j} \rightarrow \mathbb{R}$ is invariant with respect to a family $\Gamma$ if and only if for every $\left(t_{1}, \ldots, t_{n}\right) \in X_{j=1}^{n} T_{j}$ there exist $k\left(t_{1}, \ldots, t_{n}\right) \in(0, \infty)$ and $l\left(t_{1}, \ldots, t_{n}\right) \in \mathbb{R}$ such that

$$
\begin{gather*}
U\left(g_{1}^{-1}\left(g_{1}\left(x_{1}\right)+\delta_{1}\right), \ldots, g_{m}^{-1}\left(g_{m}\left(x_{m}\right)+\delta_{m}\right), g_{m+1}^{-1}\left(g_{m+1}\left(x_{m+1}\right)+\beta_{m+1}\left(t_{m+1}\right)\right),\right. \\
\left.\ldots, g_{n}^{-1}\left(g_{n}\left(x_{n}\right)+\beta_{n}\left(t_{n}\right)\right)\right)=k\left(t_{1}, \ldots, t_{n}\right) U\left(x_{1}, \ldots, x_{n}\right)+l\left(t_{1}, \ldots, t_{n}\right) \tag{2.1}
\end{gather*}
$$

for $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$.
A straightforward calculation shows that if $U$ is of the form (1.3), then (2.1) holds with $k\left(t_{1}, \ldots, t_{n}\right)=1$ and $l\left(t_{1}, \ldots, t_{n}\right)=\sum_{j=1}^{m} c_{j} \delta_{j}+\sum_{j=m+1}^{n} c_{j} \beta_{j}\left(t_{j}\right)$ for $\left(t_{1}, \ldots, t_{n}\right) \in X_{j=1}^{n} T_{j}$ (we adopt the convention $\sum_{j=n+1}^{n}=0$ ). In the case of (1.4), we get (2.1) with $k\left(t_{1}, \ldots, t_{n}\right)=\prod_{j=1}^{m} e^{c_{j} \delta_{j}} \prod_{j=m+1}^{n} e^{c_{j} \beta_{j}\left(t_{j}\right)}$ and $l\left(t_{1}, \ldots, t_{n}\right)=$ $=c\left(1-k\left(t_{1}, \ldots, t_{n}\right)\right)$ for $\left(t_{1}, \ldots, t_{n}\right) \in X_{j=1}^{n} T_{j}$ (where $\prod_{j=n+1}^{n}=1$ ). Therefore, if $U$ is of the form (1.3) or (1.4) with $p$ satisfying (1.2), then $U$ is invariant with respect to $\Gamma$.

Assume that a utility function $U$ is invariant with respect to the family of transformations $\Gamma$. Then (2.1) holds with some functions $k: X_{j=1}^{n} T_{j} \rightarrow(0, \infty)$ and
$l: X_{j=1}^{n} T_{j} \rightarrow \mathbb{R}$. Inserting into (2.1) $g_{j}^{-1}\left(x_{j}\right)$ in the place of $x_{j}$ for $j \in\{1, \ldots, n\}$ and taking

$$
\begin{equation*}
F\left(z_{1}, \ldots, z_{n}\right)=U\left(g_{1}^{-1}\left(z_{1}\right), \ldots, g_{n}^{-1}\left(z_{n}\right)\right) \quad \text { for } \quad\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{R}^{n} \tag{2.2}
\end{equation*}
$$

we obtain

$$
\begin{align*}
& F\left(x_{1}+\delta_{1}, \ldots, x_{m}+\delta_{m}, x_{m+1}+\beta_{m+1}\left(t_{m+1}\right), \ldots, x_{n}+\beta_{n}\left(t_{n}\right)\right)= \\
& =k\left(t_{1}, \ldots, t_{n}\right) F\left(x_{1}, \ldots, x_{n}\right)+l\left(t_{1}, \ldots, t_{n}\right) \\
& \text { for }\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n},\left(t_{1}, \ldots, t_{n}\right) \in \varliminf_{j=1}^{n} T_{j} . \tag{2.3}
\end{align*}
$$

If $m=n$, then (2.3) becomes

$$
\begin{equation*}
F\left(x_{1}+\delta_{1}, \ldots, x_{n}+\delta_{n}\right)=k F\left(x_{1}, \ldots, x_{n}\right)+l \quad \text { for } \quad\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} \tag{2.4}
\end{equation*}
$$

where $k:=k\left(t_{1}, \ldots, t_{n}\right)$ and $l:=l\left(t_{1}, \ldots, t_{n}\right)$ with a fixed $\left(t_{1}, \ldots, t_{n}\right) \in X_{j=1}^{n} T_{j}$. If $k=1$, then taking $c_{1}, \ldots, c_{n} \in \mathbb{R}$ with $\sum_{j=1}^{n} c_{j} \delta_{j}=l$ and $p: \mathbb{R}^{n} \rightarrow \mathbb{R}$ of the form

$$
\begin{equation*}
p\left(x_{1}, \ldots, x_{n}\right)=F\left(x_{1}, \ldots, x_{n}\right)-\sum_{j=1}^{n} c_{j} x_{j} \quad \text { for } \quad\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} \tag{2.5}
\end{equation*}
$$

making use of (2.4), we obtain (1.2). Furthermore, from (2.2) and (2.5) it follows (1.3). If $k \neq 1$, then taking $c_{1}, \ldots, c_{n} \in \mathbb{R}$ such that $\sum_{j=1}^{n} c_{j} \delta_{j}=\ln k$ and $p: \mathbb{R}^{n} \rightarrow \mathbb{R}$ of the form

$$
p\left(x_{1}, \ldots, x_{n}\right)=\left(F\left(x_{1}, \ldots, x_{n}\right)-\frac{l}{1-k}\right) e^{-\sum_{j=1}^{n} c_{j} x_{j}} \quad \text { for } \quad\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}
$$

in view of (2.4), we get (1.2). So, taking into account (2.2), we obtain (1.4) with $c:=\frac{l}{1-k}$.

Now, assume that $m<n$. If $F$ is constant then, in view of (2.2), we get (1.4) with $p \equiv 0$. Assume that $F$ is nonconstant. Fix $\left(t_{1}^{\circ}, \ldots, t_{m}^{\circ}\right) \in \mathbb{R}^{m}$ and put

$$
\tilde{k}\left(t_{m+1}, \ldots, t_{n}\right)=k\left(t_{1}^{\circ}, \ldots, t_{m}^{\circ}, t_{m+1}, \ldots, t_{n}\right) \quad \text { for } \quad\left(t_{m+1}, \ldots, t_{n}\right) \in \underbrace{n}_{j=m+1} T_{j}
$$

and

$$
\tilde{l}\left(t_{m+1}, \ldots, t_{n}\right)=l\left(t_{1}^{\circ}, \ldots, t_{m}^{\circ}, t_{m+1}, \ldots, t_{n}\right) \quad \text { for } \quad\left(t_{m+1}, \ldots, t_{n}\right) \in \chi_{j=m+1}^{n} T_{j}
$$

Then, by (2.3), we get

$$
\begin{gather*}
F\left(x_{1}+\delta_{1}, \ldots, x_{m}+\delta_{m}, x_{m+1}+\beta_{m+1}\left(t_{m+1}\right), \ldots, x_{n}+\beta_{n}\left(t_{n}\right)\right)=  \tag{2.6}\\
=\tilde{k}\left(t_{m+1}, \ldots, t_{n}\right) F\left(x_{1}, \ldots, x_{n}\right)+\tilde{l}\left(t_{m+1}, \ldots, t_{n}\right)
\end{gather*}
$$

for $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n},\left(t_{m+1}, \ldots, t_{n}\right) \in X_{j=m+1}^{n} T_{j}$.
As $F$ is nonconstant, taking $\left(x_{1}, \ldots, x_{n}\right),\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{R}^{n}$ with $F\left(x_{1}, \ldots, x_{n}\right) \neq$ $F\left(y_{1}, \ldots, y_{n}\right)$, in view of (2.6), we obtain

$$
\begin{equation*}
\tilde{k}\left(t_{m+1}, \ldots, t_{n}\right)=K\left(\beta_{m+1}\left(t_{m+1}\right), \ldots, \beta_{n}\left(t_{n}\right)\right) \quad \text { for } \quad\left(t_{m+1}, \ldots, t_{n}\right) \in \searrow_{j=m+1}^{n} T_{j} \tag{2.7}
\end{equation*}
$$

where

$$
\begin{aligned}
& K\left(z_{m+1}, \ldots, z_{n}\right)=\frac{F\left(x_{1}+\delta_{1}, \ldots, x_{m}+\delta_{m}, x_{m+1}+z_{m+1}, \ldots, x_{n}+z_{n}\right)}{F\left(x_{1}, \ldots, x_{n}\right)-F\left(y_{1}, \ldots, y_{n}\right)}- \\
& -\frac{F\left(y_{1}+\delta_{1}, \ldots, y_{m}+\delta_{m}, y_{m+1}+z_{m+1}, \ldots, y_{n}+z_{n}\right)}{F\left(x_{1}, \ldots, x_{n}\right)-F\left(y_{1}, \ldots, y_{n}\right)} \text { for }\left(z_{m+1}, \ldots, z_{n}\right) \in \mathbb{R}^{n-m} .
\end{aligned}
$$

Furthermore, from (2.6) and (2.7), we deduce that

$$
\begin{equation*}
\tilde{l}\left(t_{m+1}, \ldots, t_{n}\right)=L\left(\beta_{m+1}\left(t_{m+1}\right), \ldots, \beta_{n}\left(t_{n}\right)\right) \quad \text { for } \quad\left(t_{m+1}, \ldots, t_{n}\right) \in \underbrace{n}_{j=m+1} T_{j} \tag{2.8}
\end{equation*}
$$

where

$$
\begin{aligned}
& L\left(z_{m+1}, \ldots, z_{n}\right)=F\left(x_{1}+\delta_{1}, \ldots, x_{m}+\delta_{m}, x_{m+1}+z_{m+1}, \ldots, x_{n}+z_{n}\right)- \\
& -K\left(z_{m+1}, \ldots, z_{n}\right) F\left(x_{1}, \ldots, x_{n}\right) \text { for }\left(z_{m+1}, \ldots, z_{n}\right) \in \mathbb{R}^{n-m}
\end{aligned}
$$

with a fixed $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$.
Now, (2.6)-(2.8) imply that

$$
\begin{align*}
& F\left(x_{1}+\delta_{1}, \ldots, x_{m}+\delta_{m}, x_{m+1}+z_{m+1}, \ldots, x_{n}+z_{n}\right)= \\
& =K\left(z_{m+1}, \ldots, z_{n}\right) F\left(x_{1}, \ldots, x_{n}\right)+L\left(z_{m+1}, \ldots, z_{n}\right) \\
& \text { for }\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}, \quad\left(z_{m+1}, \ldots, z_{n}\right) \in \underbrace{n}_{j=m+1} \beta_{j}\left(T_{j}\right) . \tag{2.9}
\end{align*}
$$

Given $\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m}$, put
$F_{\mathbf{x}}\left(u_{m+1}, \ldots, u_{n}\right):=F\left(x_{1}+\delta_{1}, \ldots, x_{m}+\delta_{m}, u_{m+1}, \ldots, u_{n}\right)$ for $\left(u_{m+1}, \ldots, u_{n}\right) \in \mathbb{R}^{n-m}$
and

$$
\begin{equation*}
G_{\mathbf{x}}\left(u_{m+1}, \ldots, u_{n}\right):=F\left(x_{1}, \ldots, x_{m}, u_{m+1}, \ldots, u_{n}\right) \text { for }\left(u_{m+1}, \ldots, u_{n}\right) \in \mathbb{R}^{n-m} \tag{2.11}
\end{equation*}
$$

Then, in view of (2.9), for every $\mathbf{x} \in \mathbb{R}^{m}$, we obtain
$F_{\mathbf{x}}\left(x_{m+1}+z_{m+1}, \ldots, x_{n}+z_{n}\right)=K\left(z_{m+1}, \ldots, z_{n}\right) G_{\mathbf{x}}\left(x_{m+1}, \ldots, x_{n}\right)+L\left(z_{m+1}, \ldots, z_{n}\right)$
for $\left(x_{m+1}, \ldots, x_{n}\right) \in \mathbb{R}^{n-m},\left(z_{m+1}, \ldots, z_{n}\right) \in X_{j=m+1}^{n} \beta_{j}\left(T_{j}\right)$.

In particular, (2.12) holds for every $\left(x_{m+1}, \ldots, x_{n}\right) \in \mathbb{R}^{n-m}$ and $\left(z_{m+1}, \ldots, z_{n}\right) \in$ $X_{j=m+1}^{n} \operatorname{int} \beta_{j}\left(T_{j}\right)$. Since $\beta_{j}$ for $j \in\{m+1, \ldots, n\}$ are nonconstant continuous functions and $T_{j}$ for $j \in\{m+1, \ldots, n\}$ are non-degenerate intervals, the set $\mathbb{R}^{n-m} \times X_{j=m+1}^{n}$ int $\beta_{j}\left(T_{j}\right)$ is nonempty, open and connected. Thus, applying [ 6, Theorem 1 and Proposition 2], we conclude that, for every $\mathbf{x} \in \mathbb{R}^{m}$, one of the following three possibilities holds:
(i) there exist $c_{\mathbf{x}}, d_{\mathbf{x}} \in \mathbb{R}$ such that $F_{\mathbf{x}} \equiv d_{\mathbf{x}}, G_{\mathbf{x}} \equiv c_{\mathbf{x}}$ and
$L\left(z_{m+1}, \ldots, z_{n}\right)=d_{\mathbf{x}}-c_{\mathbf{x}} K\left(z_{m+1}, \ldots, z_{n}\right)$ for $\left(z_{m+1}, \ldots, z_{n}\right) \in \chi_{j=m+1}^{n} \operatorname{int} \beta_{j}\left(T_{j}\right) ;$
(ii) there exist a nonzero additive function $A_{\mathbf{x}}: \mathbb{R}^{n-m} \rightarrow \mathbb{R}$ (that is $A_{\mathbf{x}}(u+v)=$ $A_{\mathbf{x}}(u)+A_{\mathbf{x}}(v)$ for $\left.u, v \in \mathbb{R}^{n-m}\right), b_{\mathbf{x}}, c_{\mathbf{x}} \in \mathbb{R}$ and $d_{\mathbf{x}} \in \mathbb{R} \backslash\{0\}$ such that

$$
F_{\mathbf{x}}\left(x_{m+1}, \ldots, x_{n}\right)=A_{\mathbf{x}}\left(x_{m+1}, \ldots, x_{n}\right)+b_{\mathbf{x}}+c_{\mathbf{x}} \quad \text { for } \quad\left(x_{m+1}, \ldots, x_{n}\right) \in \mathbb{R}^{n-m},
$$

$$
G_{\mathbf{x}}\left(x_{m+1}, \ldots, x_{n}\right)=\frac{1}{d_{\mathbf{x}}}\left(A_{\mathbf{x}}\left(x_{m+1}, \ldots, x_{n}\right)+c_{\mathbf{x}}\right) \quad \text { for } \quad\left(x_{m+1}, \ldots, x_{n}\right) \in \mathbb{R}^{n-m}
$$

$$
\begin{equation*}
K\left(z_{m+1}, \ldots, z_{n}\right)=d_{\mathbf{x}} \text { for }\left(z_{m+1}, \ldots, z_{n}\right) \in \bigwedge_{j=m+1}^{n} \operatorname{int} \beta_{j}\left(T_{j}\right) \tag{2.15}
\end{equation*}
$$

$L\left(z_{m+1}, \ldots, z_{n}\right)=A_{\mathbf{x}}\left(z_{m+1}, \ldots, z_{n}\right)+b_{\mathbf{x}}$ for $\left(z_{m+1}, \ldots, z_{n}\right) \in{\underset{j=m+1}{n} \operatorname{int} \beta_{j}\left(T_{j}\right) ; ~ ; ~}_{\text {in }}$
(iii) there exist a nonconstant exponential function $E_{\mathbf{x}}: \mathbb{R}^{n-m} \rightarrow \mathbb{R}$ (that is $E_{\mathbf{x}}(u+v)=E_{\mathbf{x}}(u) E_{\mathbf{x}}(v)$ for $\left.u, v \in \mathbb{R}^{n-m}\right), a_{\mathbf{x}}, b_{\mathbf{x}} \in \mathbb{R} \backslash\{0\}$ and $c_{\mathbf{x}}, d_{\mathbf{x}} \in \mathbb{R}$ such that

$$
\begin{gather*}
F_{\mathbf{x}}\left(x_{m+1}, \ldots, x_{n}\right)=a_{\mathbf{x}} b_{\mathbf{x}} E_{\mathbf{x}}\left(x_{m+1}, \ldots, x_{n}\right)+d_{\mathbf{x}} \quad \text { for } \quad\left(x_{m+1}, \ldots, x_{n}\right) \in \mathbb{R}^{n-m} \\
G_{\mathbf{x}}\left(x_{m+1}, \ldots, x_{n}\right)=b_{\mathbf{x}} E_{\mathbf{x}}\left(x_{m+1}, \ldots, x_{n}\right)+c_{\mathbf{x}} \quad \text { for } \quad\left(x_{m+1}, \ldots, x_{n}\right) \in \mathbb{R}^{n-m} \tag{2.18}
\end{gather*}
$$

$K\left(z_{m+1}, \ldots, z_{n}\right)=a_{\mathbf{x}} E_{\mathbf{x}}\left(z_{m+1}, \ldots, z_{n}\right)$ for $\quad\left(z_{m+1}, \ldots, z_{n}\right) \in \chi_{j=m+1}^{n} \operatorname{int} \beta_{j}\left(T_{j}\right)$,

$$
\begin{align*}
& L\left(z_{m+1}, \ldots, z_{n}\right)=  \tag{2.19}\\
& =-a_{\mathbf{x}} c_{\mathbf{x}} E_{\mathbf{x}}\left(z_{m+1}, \ldots, z_{n}\right)+d_{\mathbf{x}} \text { for }\left(z_{m+1}, \ldots, z_{n}\right) \in \sum_{j=m+1}^{n} \operatorname{int} \beta_{j}\left(T_{j}\right) . \tag{2.20}
\end{align*}
$$

Note that if, for some $\mathbf{x} \in \mathbb{R}^{m}$, (i) or (iii) holds, then
$L\left(z_{m+1}, \ldots, z_{n}\right)+c_{\mathbf{x}} K\left(z_{m+1}, \ldots, z_{n}\right)=d_{\mathbf{x}} \quad$ for $\quad\left(z_{m+1}, \ldots, z_{n}\right) \in \underbrace{n}_{j=m+1} \operatorname{int} \beta_{j}\left(T_{j}\right)$.

Thus, if also (ii) is valid for some $\mathbf{y} \in \mathbb{R}^{m}$, we have

$$
d_{\mathbf{x}}=L\left(z_{m+1}, \ldots, z_{n}\right)+c_{\mathbf{x}} K\left(z_{m+1}, \ldots, z_{n}\right)=A_{y}\left(z_{m+1}, \ldots, z_{n}\right)+b_{\mathbf{y}}+c_{\mathbf{x}} d_{\mathbf{y}}
$$

for $\left(z_{m+1}, \ldots, z_{n}\right) \in X_{j=m+1}^{n} \operatorname{int} \beta_{j}\left(T_{j}\right)$.
Since $A_{y}$ is a nonconstant function, this means that either (ii) holds for every $\mathbf{x} \in \mathbb{R}^{m}$ or, for every $\mathbf{x} \in \mathbb{R}^{m}$, one of the conditions (i), (iii) holds. Therefore the following three cases are possible:

1. (i) holds for every $\mathbf{x} \in \mathbb{R}^{m}$,
2. (ii) holds for every $\mathbf{x} \in \mathbb{R}^{m}$,
3. (iii) holds for some $\mathbf{x}_{\circ} \in \mathbb{R}^{m}$.

Case 1. Since $F$ is nonconstant, making use of (2.11), we have

$$
G_{\left(x_{1}, \ldots, x_{m}\right)}\left(x_{m+1}, \ldots, x_{n}\right)=F\left(x_{1}, \ldots, x_{n}\right) \neq F\left(y_{1}, \ldots, y_{n}\right)=G_{\left(y_{1}, \ldots, y_{m}\right)}\left(y_{m+1}, \ldots, y_{n}\right)
$$

for some $\left(x_{1}, \ldots, x_{n}\right),\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{R}^{n}$, whence $c_{\left(x_{1}, \ldots, x_{m}\right)} \neq c_{\left(y_{1}, \ldots, y_{m}\right)}$. Moreover, according to (2.13), we have

$$
d_{\left(x_{1}, \ldots, x_{m}\right)}-c_{\left(x_{1}, \ldots, x_{m}\right)} K\left(z_{m+1}, \ldots, z_{n}\right)=d_{\left(y_{1}, \ldots, y_{m}\right)}-c_{\left(y_{1}, \ldots, y_{m}\right)} K\left(z_{m+1}, \ldots, z_{n}\right)
$$

for $\left(z_{m+1}, \ldots, z_{n}\right) \in X_{j=m+1}^{n} \operatorname{int} \beta_{j}\left(T_{j}\right)$.
Thus

$$
K\left(z_{m+1}, \ldots, z_{n}\right)=\frac{d_{\left(x_{1}, \ldots, x_{m}\right)}-d_{\left(y_{1}, \ldots, y_{m}\right)}}{c_{\left(x_{1}, \ldots, x_{m}\right)}-c_{\left(y_{1}, \ldots, y_{m}\right)}} \quad \text { for } \quad\left(z_{m+1}, \ldots, z_{n}\right) \in \bigwedge_{j=m+1}^{n} \operatorname{int} \beta_{j}\left(T_{j}\right)
$$

Hence $K$ is constant and, in view of (2.13), so is $L$. Furthermore, by (2.11), we get

$$
\begin{equation*}
F\left(x_{1}, \ldots, x_{n}\right)=G_{\left(x_{1}, \ldots, x_{m}\right)}\left(x_{m+1}, \ldots, x_{n}\right)=c_{\left(x_{1}, \ldots, x_{m}\right)} \quad \text { for } \quad\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m} \tag{2.21}
\end{equation*}
$$

Therefore, taking into account (2.9), we obtain

$$
c_{\left(x_{1}+\delta_{1}, \ldots, x_{m}+\delta_{m}\right)}=K c_{\left(x_{1}, \ldots, x_{m}\right)}+L \quad \text { for } \quad\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m}
$$

So, arguing as in the case of (2.4), we conclude that either $K=1$ and

$$
c_{\left(x_{1}, \ldots, x_{m}\right)}=\sum_{j=1}^{m} c_{j} x_{j}+p\left(x_{1}, \ldots, x_{m}\right) \quad \text { for } \quad\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m}
$$

with some $c_{1}, \ldots, c_{m} \in \mathbb{R}$ and $p: \mathbb{R}^{m} \rightarrow \mathbb{R}$ satisfying (1.2), or $K \neq 1$ and

$$
c_{\left(x_{1}, \ldots, x_{m}\right)}=p\left(x_{1}, \ldots, x_{m}\right) e^{\sum_{j=1}^{m} c_{j} x_{j}}+\frac{L}{1-K} \quad \text { for } \quad\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m}
$$

with some $c_{1}, \ldots, c_{m} \in \mathbb{R}$ and $p: \mathbb{R}^{m} \rightarrow \mathbb{R}$ satisfying (1.2). Thus, in view of (2.2) and (2.21), we get (1.3) and (1.4), respectively with $c_{j}=0$ for $j \in\{m+1, \ldots, n\}$ and $c=\frac{L}{1-K}$ in the second case.

Case 2. From (2.16) it follows that $d:=d_{\mathbf{x}}=d_{\mathbf{y}}$ for $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{m}$. Furthermore, by (2.17), for every $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{m}$, we have
$A_{\mathbf{x}}\left(z_{m+1}, \ldots, z_{n}\right)+b_{\mathbf{x}}=A_{\mathbf{y}}\left(z_{m+1}, \ldots, z_{n}\right)+b_{\mathbf{y}}$ for $\left(z_{m+1}, \ldots, z_{n}\right) \in{\underset{j=m+1}{n} \operatorname{int} \beta_{j}\left(T_{j}\right) . . . . . ~}_{\text {. }}$
Thus, as $X_{j=m+1}^{n}$ int $\beta_{j}\left(T_{j}\right)$ is a nonempty open set, for every $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{m}$, we get $A:=A_{\mathbf{x}}=A_{\mathbf{y}}$ and $b:=b_{\mathbf{x}}=b_{\mathbf{y}}$ (cf. [7, p. 328]). So, making use of (2.14) and (2.15), for every $\mathbf{x} \in \mathbb{R}^{m}$, we obtain

$$
\begin{equation*}
F_{\mathbf{x}}\left(x_{m+1}, \ldots, x_{n}\right)=A\left(x_{m+1}, \ldots, x_{n}\right)+b+c_{\mathbf{x}} \quad \text { for } \quad\left(x_{m+1}, \ldots, x_{n}\right) \in \mathbb{R}^{n-m} \tag{2.22}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{\mathbf{x}}\left(x_{m+1}, \ldots, x_{n}\right)=\frac{1}{d}\left(A\left(x_{m+1}, \ldots, x_{n}\right)+c_{\mathbf{x}}\right) \quad \text { for } \quad\left(x_{m+1}, \ldots, x_{n}\right) \in \mathbb{R}^{n-m} \tag{2.23}
\end{equation*}
$$

Hence, in view of (2.10) and (2.11), we get

$$
\begin{aligned}
& \frac{1}{d}\left(A\left(x_{m+1}, \ldots, x_{n}\right)+c_{\left(x_{1}+\delta_{1}, \ldots, x_{m}+\delta_{m}\right)}\right)=G_{\left(x_{1}+\delta_{1}, \ldots, x_{m}+\delta_{m}\right)}\left(x_{m+1}, \ldots, x_{n}\right)= \\
& =F\left(x_{1}+\delta_{1}, \ldots, x_{m}+\delta_{m}, x_{m+1}, \ldots, x_{n}\right)=F_{\left(x_{1}, \ldots, x_{m}\right)}\left(x_{m+1}, \ldots, x_{n}\right)= \\
& =A\left(x_{m+1}, \ldots, x_{n}\right)+b+c_{\left(x_{1}, \ldots, x_{m}\right)} \text { for }\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}
\end{aligned}
$$

Therefore

$$
\left(\frac{1}{d}-1\right) A\left(x_{m+1}, \ldots, x_{n}\right)=c_{\left(x_{1}, \ldots, x_{m}\right)}-\frac{1}{d} c_{\left(x_{1}+\delta_{1}, \ldots, x_{m}+\delta_{m}\right)}+b \text { for }\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}
$$

Since $A$ is nonconstant and the right hand side of the latter equality does not depend on $\left(x_{m+1}, \ldots, x_{n}\right)$, this means that $d=1$ and

$$
\begin{equation*}
c_{\left(x_{1}+\delta_{1}, \ldots, x_{m}+\delta_{m}\right)}=c_{\left(x_{1}, \ldots, x_{m}\right)}+b \quad \text { for } \quad\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m} \tag{2.24}
\end{equation*}
$$

Let $c_{1}, \ldots, c_{m} \in \mathbb{R}$ be such that $\sum_{j=1}^{m} c_{j} \delta_{j}=b$ and let $p: \mathbb{R}^{m} \rightarrow \mathbb{R}$ be given by

$$
\begin{equation*}
p\left(x_{1}, \ldots, x_{m}\right)=c_{\left(x_{1}, \ldots, x_{m}\right)}-\sum_{j=1}^{m} c_{j} x_{j} \quad \text { for } \quad\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m} \tag{2.25}
\end{equation*}
$$

Then, in view of (2.24), $p$ satisfies (1.2). Furthermore, as $U$ is continuous, for every $\mathbf{x} \in \mathbb{R}$, so is $F_{\mathbf{x}}$. Thus, by (2.22), $A$ is continuous, whence (cf. [7, p. 130]) there exist $c_{m+1}, \ldots, c_{n} \in \mathbb{R}$ such that

$$
A\left(x_{m+1}, \ldots, x_{n}\right)=\sum_{j=m+1}^{n} c_{j} x_{j} \text { for }\left(x_{m+1}, \ldots, x_{n}\right) \in \mathbb{R}^{n-m}
$$

Therefore, since $d=1$, taking into account (2.11), (2.23) and (2.25), we obtain

$$
F\left(x_{1}, \ldots, x_{n}\right)=\sum_{j=1}^{n} c_{j} x_{j}+p\left(x_{1}, \ldots, x_{m}\right) \quad \text { for } \quad\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}
$$

Hence, in view of (2.2), $U$ is of the form (1.3).
Case 3. Let $S_{(\mathrm{i})}, S_{(\mathrm{ii)}}$ and $S_{(\mathrm{iii})}$ denote the sets of all elements of $\mathbb{R}^{m}$ for which (i), (ii) and (iii) is valid, respectively. Then, as we have already noted, in this case $S_{(\mathrm{ii})}=\emptyset$. Hence $S_{(\mathrm{i})} \cup S_{(\mathrm{iii})}=\mathbb{R}^{m}$. Since $\mathbf{x}_{\circ} \in S_{(\mathrm{iii})}$, according to (2.19) and (2.20), we get

$$
\begin{equation*}
K\left(z_{m+1}, \ldots, z_{n}\right)=a E\left(z_{m+1}, \ldots, z_{n}\right) \text { for } \quad\left(z_{m+1}, \ldots, z_{n}\right) \in \chi_{j=m+1}^{n} \operatorname{int} \beta_{j}\left(T_{j}\right) \tag{2.26}
\end{equation*}
$$

and

$$
\begin{equation*}
L\left(z_{m+1}, \ldots, z_{n}\right)=-a c E\left(z_{m+1}, \ldots, z_{n}\right)+d \quad \text { for } \quad\left(z_{m+1}, \ldots, z_{n}\right) \in \chi_{j=m+1}^{n} \operatorname{int} \beta_{j}\left(T_{j}\right) \tag{2.27}
\end{equation*}
$$

where $E:=E_{x_{\circ}}, a:=a_{x_{\circ}}, c:=c_{x_{\circ}}$ and $d:=d_{x_{\circ}}$. Moreover, in view of (2.2) and (2.11), the continuity of $U$ and $g_{m+1}, \ldots, g_{n}$ implies the continuity of $G_{\mathbf{x}}$ for $\mathbf{x} \in \mathbb{R}^{m}$. Thus, as $a_{\mathbf{x}} \neq 0$ for $\mathbf{x} \in \mathbb{R}^{m}$, from (2.18) it follows that, for every $\mathbf{x} \in \mathbb{R}^{m}, E_{\mathbf{x}}$ is continuous. In particular $E$ is continuous and nonconstant, so (cf. [7, p. 311])

$$
\begin{equation*}
E\left(x_{m+1}, \ldots, x_{n}\right)=e^{\sum_{j=m+1}^{n} c_{j} x_{j}} \quad \text { for } \quad\left(x_{m+1}, \ldots, x_{n}\right) \in \mathbb{R}^{n-m} \tag{2.28}
\end{equation*}
$$

with some $c_{m+1}, \ldots, c_{n} \in \mathbb{R}$ such that $\sum_{j=m+1}^{n} c_{i}^{2}>0$. Furthermore, in view of (2.13), (2.19), (2.20), (2.26) and (2.27), for every $\mathbf{x} \in \mathbb{R}^{m}$, we have

$$
d_{\mathbf{x}}=L\left(z_{m+1}, \ldots, z_{n}\right)+c_{\mathbf{x}} K\left(z_{m+1}, \ldots, z_{n}\right)=a\left(c_{\mathbf{x}}-c\right) E\left(z_{m+1}, \ldots, z_{n}\right)+d
$$

for $\left(z_{m+1}, \ldots, z_{n}\right) \in X_{j=m+1}^{n}$ int $\beta_{j}\left(T_{j}\right)$, that is

Since $E$ is nonconstant and $a \neq 0$, this means that, for every $\mathbf{x} \in \mathbb{R}^{m}$, we get $c_{\mathbf{x}}=c$ and $d_{\mathbf{x}}=d$. Therefore, taking into account (2.11), (2.18) and (2.28), we obtain

$$
\begin{equation*}
F\left(x_{1}, \ldots, x_{n}\right)=G_{\left(x_{1}, \ldots, x_{m}\right)}\left(x_{m+1}, \ldots, x_{n}\right)=B\left(x_{1}, \ldots, x_{m}\right) e^{\sum_{j=m+1}^{n} c_{j} x_{j}}+c \tag{2.29}
\end{equation*}
$$

for $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, where

$$
B\left(x_{1}, \ldots, x_{m}\right)=\left\{\begin{array}{lll}
b_{\left(x_{1}, \ldots, x_{m}\right)} & \text { whenever } & \left(x_{1}, \ldots, x_{m}\right) \in S_{(\mathrm{iii}} \\
0 & \text { whenever } & \left(x_{1}, \ldots, x_{m}\right) \in S_{(\mathrm{i})}
\end{array}\right.
$$

Consequently, making use of (2.9), (2.26), (2.27) and (2.29), we conclude that

$$
e^{\sum_{j=m+1}^{n} c_{i}\left(x_{i}+z_{i}\right)}\left(B\left(x_{1}+\delta_{1}, \ldots, x_{m}+\delta_{m}\right)-a B\left(x_{1}, \ldots, x_{m}\right)\right)=d-c
$$

for $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n},\left(z_{m+1}, \ldots, z_{n}\right) \in X_{j=m+1}^{n} \operatorname{int} \beta_{j}\left(T_{j}\right)$.

As $\sum_{j=m+1}^{n} c_{i}^{2}>0$, this implies that $d=c$ and

$$
B\left(x_{1}+\delta_{1}, \ldots, x_{m}+\delta_{m}\right)=a B\left(x_{1}, \ldots, x_{m}\right) \text { for }\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m}
$$

Thus

$$
\begin{equation*}
B\left(x_{1}, \ldots, x_{m}\right)=p\left(x_{1}, \ldots, x_{m}\right) e^{\sum_{j=1}^{m} c_{j} x_{j}} \quad \text { for } \quad\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m} \tag{2.30}
\end{equation*}
$$

with some $c_{1}, \ldots, c_{m} \in \mathbb{R}$ and $p: \mathbb{R}^{m} \rightarrow \mathbb{R}$ satisfying (1.2). In fact, if $a=1$ then (2.30) holds with $c_{j}=0$ for $j \in\{1, \ldots, m\}$ and $p:=B$. If $a \neq 1$ then it is enough to take $c_{1}, \ldots, c_{m} \in \mathbb{R}$ such that $\sum_{j=1}^{m} c_{j} \delta_{j}=\ln a$ and $p: \mathbb{R}^{m} \rightarrow \mathbb{R}$ of the form

$$
p\left(x_{1}, \ldots, x_{m}\right)=B\left(x_{1}, \ldots, x_{m}\right) e^{-\sum_{j=1}^{m} c_{j} x_{j}} \quad \text { for } \quad\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m}
$$

Finally, from (2.2), (2.29) and (2.30), it follows (1.4).

## 3. CONCLUSION

In a recent paper [2] A.E. Abbas determined multivariate utility functions invariant with respect to a family of transformations of the form (1.1) under the assumption that $\beta_{1}, \ldots, \beta_{n}$ are nonconstant functions. This family contains a wide class of transformations that can be converted into shift transformations. In our work we have considered the case where some of the functions $\beta_{1}, \ldots, \beta_{n}$ are constant. We have proved that in such a case the invariant utility functions contain the periodic components, depending in fact on an arbitrary function. Therefore a class of all utility functions invariant with respect to the family of such transformations substantially differs from that obtained in [2]. Results of this type have been already discussed in [1] and [3] in a univariate and a multivariate case, respectively. It is known that, as the presented solutions depend on arbitrary periodic functions, they are not really useful for utility theorists. Nevertheless, one can consider them as interesting from the mathematical point of view.

## REFERENCES

[1] A.E. Abbas, Invariant utility functions and certain equivalent transformations, Decision Analysis 4 (2007), 17-31.
[2] A.E. Abbas, Invariant multiattribute utility functions, Theory and Decision 68 (2010), 69-99.
[3] A.E. Abbas, J. Aczél, The role of some functional equations in decision analysis, Decision Analysis 7 (2010), 215-228.
[4] A.E. Abbas, J. Aczél, J. Chudziak, Invariance of multiattribute utility functions under shift transformations, Result. Math. 54 (2009), 1-13.
[5] J. Chudziak, On a class of multiattribute utility functions invariant under shift transformations, Acta Phys. Polon. A 117 (2010), 673-675.
[6] J. Chudziak, J. Tabor, Generalized Pexider equation on a restricted domain, J. Math. Psych. 52 (2008), 389-392.
[7] M. Kuczma, An Introduction to the Theory of Functional Equations and Inequalities, Państwowe Wydawnictwo Naukowe, Uniwerytet Śląski, Warszawa-Kraków-Katowice, 1985.
[8] J. Pfanzagl, A general theory of measurement. Applications to utility, Naval Res. Logist. Quart. 6 (1959), 283-294.

Jacek Chudziak
University of Rzeszów
Department of Mathematics
Rejtana 16 C, 35-959 Rzeszów, Poland
Sebastian Wójcik

University of Rzeszów
Department of Mathematics
Rejtana 16 C, 35-959 Rzeszów, Poland
Received: October 10, 2012.
Revised: January 14, 2013.
Accepted: February 1, 2013.


[^0]:    © AGH University of Science and Technology Press, Krakow 2013

