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Abstract. In this paper, we study the nonoscillatory behavior of three classes of fractional
difference equations. The investigations are presented in three different folds. Unlike most
existing nonoscillation results which have been established by employing Riccati transfor-
mation technique, we employ herein an easily verifiable approach based on the fractional
Taylor’s difference formula, some features of discrete fractional calculus and mathematical
inequalities. The theoretical findings are demonstrated by examples. We end the paper by
a concluding remark.
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1. INTRODUCTORY BACKGROUND

In alignment with the extensive interest in the study of fractional differential equations
(FDEs) which has demonstrated high potential for real life applications [17,24,27],
the determination of oscillation or nonoscillation of solutions for FDEs has also
received significant attention amongst researchers. The recent literature has witnessed
the appearance of many papers which have reported the oscillatory behavior of
different types of FDEs; see the papers [1,7,15,20,21,25,29-31] and the references
quoted therein. On the other hand, the study of oscillation /nonoscillation of fractional
difference equations (FdEs), which are the discrete analogue of FDEs, has comparably
gained less consideration. In particular, few results have been released concerning
the existence of nonoscillatory solutions of FdEs; we refer herein to some relevant
oscillation results for FdEs [2,3,5,11-13].

© 2020 Authors. Creative Commons CC-BY 4.0 549



550 S.R. Grace, J. Alzabut, S. Punitha, V. Muthulakshmi, and H. Adigiizel

As in the case of integer order difference equations versus integer order differential
equations, the use and importance of FdEs as an approximations to FDEs afford
a powerful method for the analysis of electrical, mechanical, thermal and other systems
in which there are a recurrence of identical sections. Indeed, it has been realized
that the study of the behavior of electrical wave filters, multistage amplifiers and
insulator strings has been greatly facilitated by FdEs [19,26]. Oscillation/nonoscillation
of physical waves which could be adequately described by FdEs are amongst the most
attractive topic for scientists and engineers [10,28].

In this paper, we investigate the nonoscillatory solutions of the fractional difference
equations of the following form

1.1
y(0) = co. -
where 0 < a < 1, cA® is a Caputo like discrete fractional difference, f : N; x R - R
is continuous with respect to t and z, and satisfies zf(¢t,z) > 0 for = # 0,
Ny ={t,t+1,t+2,...} and e is a positive sequence. In [21], the authors studied the
asymptotic behavior of nonoscillatory solutions of the fractional differential equations
of the form

{Cmy(t) —e(t+a)+ flt+a,z(t+a)), teNj_q,

cDiy=e(t)+ f(tx).
Strongly motivated by the idea in [21], in this study, we will carry on our investigation
for the following particular cases of Eq. (1.1):

y(t) = A(r(t)| Az ()PP Az(t), 6> 1, (1.2)
y(t) = Ax(t), (1.3)
y(t) = =(t), (1.4)

where r is a positive sequence. The investigations are presented in three different
folds. Unlike most established results in the literature which mainly depend on the
employment of Riccati transformation, our approach is based on the fractional Taylor’s
difference formula, some features of the newly defined discrete fractional calculus and
mathematical inequalities.

The rest of the paper is organized as follows: Section 1 presents descriptive in-
troduction that gives background on FDEs, states the prominence of FdEs and
introduces the targeted problems. Section 2 assembles essential preliminaries needed
prior to proceeding to the main results. Section 3 is devoted to the main theorems
which provide sufficient conditions for the nonoscillatory behavior of solutions of the
proposed problems. We provide examples as an application in Section 4. At the end,
a short remark is concluded.

2. FUNDAMENTAL PRELIMINARIES
In this section, we assemble basic definitions and lemmas on discrete fractional calculus.

The presented identities and statements serve as essential prerequisites for the proofs
of the main results.
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Definition 2.1. By a solution of Eq. (1.1), we mean a real-valued sequence x (t) satis-
fying Eq. (1.1) for ¢t € Ny, with tg € N;. A solution z (¢) of Eq. (1.1) is called oscillatory
if for every positive integers Ty > o there exists t > Ty such that x (t) z (¢t + 1) <0,
otherwise it is called non-oscillatory.

Definition 2.2 ([19]). The generalized falling function is defined by

L(t+1)

) — VT
Lt—r+1)

for any ¢, r € R for which the right hand-side is defined. Here I" denotes the Euler’s
gamma function. We also use the standard extensions of the domain of this rising
function by defining it to be zero whenever the numerator is well defined, but the
denominator is not defined.

Definition 2.3 ([8]). Let v > 0. The v-th fractional sum of x is defined by

AVa(t) = ﬁ St — s — 1)@ Da(s), (2.1)

where z is defined for s = a mod(1) and A~z is defined for t = (a + v) mod(1).
In (2.1), it is to note that the fractional sum operator A~ maps functions defined
on N, to functions defined on N, .

Definition 2.4 ([6]). Let 4 > 0 and m — 1 < u < m, where m denotes a positive
integer, m = [u], and [.] is the ceiling of a number. Set v = m — p. The p-th fractional
Caputo like difference is defined as

oAa(t) = AT (A™a(t) = & (ly) i(t — s —1D)WTD(A™L)(s), (2.2)

where A™ is the m—th order forward difference operator. The fractional Caputo like
difference ¢ A* maps functions defined on N, to functions defined on N,_,,.

Lemma 2.5 ([22]). If X and Y are nonnegative numbers, then we have
Xk (1-k)Y* kXY 1 <0, for 0<k<1,

where the equality holds if and only if X =Y.

Lemma 2.6 ([14]). Assume that 8 > 1 and v > 0, then

18 T+ 8y)
(=) ( )
) < gt

fort € Ny.

Lemma 2.7 ([18]). Leta € R, p € R\{...,~2,—1,0},v>0 and (t — a)*) : Nyy, —R.
Then,
I(p+1)

—v (v) _
t— =t
=) = o3 D)

L (t—a)* ™ fort e Nayipo- (2.3)
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Lemma 2.8. Initial value problem (IVP) (1.1) is equivalent to the following summation
equation

t—o
1
y(t) = * f Z t—s—1) @ Ve(s+a)+ fls+a,z(s+a))], teN. (24)
s=1—
Proof. The proof is similar that of Lemma 2.2 in [14]. O
Lemma 2.9. Assumep >1,0<a <1, p(a—1)+1>0and7—2—a—f Then
one has

(t—s—1)" P > (1 —s—1+a+p(l—a)—1)FP

and
(S)(P’Y*P) > (s +p (Oz B 1) + 1)(}77*?) ’
where
teN; and se{l—(pa—p),2—(pa—p),...,t —2—(pa—p)}-
Proof. The proof is similar that of Corollary 2.9 in [16]. O

Lemma 2.10 (Discrete Gronwall’s inequality, [23]). Let x and m be nonnegative
sequences and ¢ be a nonnegative constant. If

x (t) gc—l—Zm(s)x(s) fort>0.
s=0

Then, it holds

| /\

(5 mi0) o

s=0

3. MAIN RESULTS

This section is devoted to the main results. The results are stated and proved in three
separate subsections.

3.1. NONOSCILLATION SOLUTIONS OF EQ. (1.1) WITH (1.2)

Consider the equation

(3.1)

c AT (r()|AzPtAz) =e(t+a) + ft+ o,z (t+a)), tEN_,,
A(r(t)| Az~ Y Ax)|i=0 = co.

It is assumed that the function f satisfies

af(t,x) < tO V)|, x40 (3.2)
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for some function h : (t;,00) — R* and real numbers v > 0 and 0 < 8 < 6.
For the sake of simplification, we define

t—1

R(t) := Zril/‘;(s)
s=1
and
t—a
q1(t) = Z (t—s— 1)V (s+ )0 DmPfl/B=0 (s 4 a)hd/ =) (s 4 o), (3.3)
s=t1—«

where t; € N; and m is a positive sequence.

Theorem 3.1. Let q be a conjugate number of p > 1 (that is, ¢ = p/(p — 1)),
pla—1)4+1>0,andy=2—a— %. Suppose that for any positive integer t1, we have

o0

Z (54 a)TR? (s + a)mi(s + a) < oo, (3.4)
s=t1—«a
=
lim sup — s) < 00, 3.5
Hoop 7 Zt:lgl( ) (3.5)
1 t—1 u—«a
i et e 1\ (a—1) _
htrglogf ; uzt S7201(u s—1) e(s +a) > —oo,
S 39
i - — 5 —1)(e=1)
h?isolip ; Z Z (u—s—1) e(s+ a) < oo.

u=t; s=1—«

Then every nonoscillatory solution x of (3.1) satisfies
lz(t)| = O(tY/°R(t)), t— oo.

Proof. Let x be a nonoscillatory solution of (3.1), say x(t) > 0 for all ¢ € Ny, , where t;
is a positive integer. Let F'(t) := f(t,x(t)) and t € Ny,. Then by Lemma 2.8, we have

y(t) <co + %a) _Z_ (t—s—1)"VF(s +a)|
+ ﬁ S_;&(t —s—1)@Ve(s+a)
fs S (1 — s — D (s 4 a, (s + ).
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By using (3.2), we get

y(t)<00+ﬁ _Z (t—s -1 VF(s +a)
1 t—a (a—l)
-|—m 2 (t—s—1) e(s+a)
_’_ﬁ — (t—s 1)(@—1)(5+a)(7_1)h(s+a)xﬂ(s+a)
and
WO <t 3 (== )G o)

b i (t—s—1)"Ve(s +a)

(a) s=l—a

t—a 3.7

(s + @)z (s + ) — m(s + a)a’ (s + a)] }
+ﬁ ~ (t = 5 — 1)@ D (s + ) V(s + a)a’ (s + ).

5/8—5
Setting X = h®/P(s + a)z’(s + ), Y = (%m(s +a)h=%/8(s + a)) and k = %,

then using Lemma 2.5, we deduce that

h(s + a)z? (s + o) —m(s + a)zd (s + a) < \ym?/P=0) (s + a)n®/ 7B (s + a),

8
where A\; = (1 — 8/6)(8/6)7~°. Thus, (3.7) becomes
1 t1—1l—«
< _— _ (04 1)
y(t) <co+ o) ;a (t—s— |F (s + )]

1 ae A1
F—; (t—s—1)@De (s+a)+mgl(t)

Z (t—s5—1 V(s +a) 0 V(s + a)zd (s + a),
=t

where g; is defined by (3.3). Summing from t; to ¢ — 1 and interchanging the order of
the last summation, we have

r(t)(Az(t))® < w(t), (3.8)
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where

w(t) = r(ty) (Ax(tr))’ + |eof (¢ — t1)
1 t—1 t1—1—«

i 2 2 (== DG )

u=t; s=1—«

1 t—1 u—« o -1
+r(a)§”;a<u—s—1)( 1)e(s+oz)+r( )s;gl(s)

1 t—a—1 . -
e, 2 oYkl s s aktls d )

Summing (3.8) from #; to t — 1 and noting that w(t) is an increasing function of ¢,
we have

<d1+z7’71/6 1/6 )
s=h (3.9)

t—1

<di+w'() Y r o (s) = di +w' (1) R(E),

s=1
where d; = x(t1). By applying the elementary inequality (A + B)® < 20-1(A% + BY),
we have
2 (t)
RO(t)

On other hand, by applying the Holder inequality, Lemma 2.6 and Lemma 2.9,
we have

<207hdg 4+ 20 M (t).

t_azfl (t—s—1) V(s 4+ ) Dm(s + )z’ (s + @)
t—a—1 1/p
<[5 (s o]

1/q

1/p

(1 —pa+p)>(F(I}zm+)p)>
P(2 —

1/p
Z ((t s 1)(pa—p)) ( (5)®7P) )]

1/q
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From Definition 2.3 and then using Lemma 2.7, we get

t—a—1

Z (t—s—1 V(s +a) 0 V(s + a)z (s + a)
s=t1—«
1/p

< () ()

t—a—1
A(pozpﬂ)(t)(m—p)] [ Z mi(s + o)z’ (s + )

—1—(pa—p)

s=t1—«

- R R

Clp(y = 1) + pla—1) + 2
1/q

Z mi(s+ a)x?(s+ a)

b

.l T[p(y — 1) +1] (wwxwumpﬁup

or

Z (t—s—1) V(s +a) 0 Vm(s+ a)z’ (s + a)

s=t1—«

t 1 1/q

_zf mi(s 4+ a)z%(s + )

s=t1—«

9

SM1[

where by the definition of v, py —p+pa—p+1 =10 and

1/p

= | (M) ()

1/p

_ Ilp(y—1) +1]
Clp(y = 1) + pla— 1) 4 2]

Thus (3.9) becomes

1
x‘s(t) /q

RO(t)

< At +

)

t—a—1
[ Z mi(s + o)z’ (s + )
s=t1—«

Mt
I (@)
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where, in view of (3.5) and (3.6), A is an upper bound for 2°~! times

r(t1)Ax(t 1 S
MR |y di 25 S (e s - D[R+ )
t tr (a) u=t; s=1l—«
t—1 u—a« —

1 L oY
+tr(a)z > (w—s—1)le- )(s+a+ZtF Ol 91(s).

u=t; s=1—« s=t1

Therefore, we have

x(t) \* My (SR L e ’
<751/‘$R(t)> §<A+F(O‘><Stz (s +@)IRY (s + a)mi(s + a)

2(s + a) 5a 1/q\ 4
.{(s+a)1/5R(s+a)} ) )

t—a—1

q
<2971 A7 4 2‘11{‘2\{;) Z (s + )R (s + a)mi(s + )

s=t;—«

x(s + ) bq
. [(s + a)l/;_R(S + oz)]

Finally, if we apply the Lemma 2.10, we have

t—a—1
z(t) \¢ 2( 1) 5
(m) < Af2°\4~ S:tz:a s+ @)R?(s+ a)mi(s+ ) |.
By using (3.4), we have
lim su xit) < o0
D H e Ry S O
This completes the proof. O
Remark 3.2. If x(¢) is eventually negative, then we can set y = —z to see that

y satisfies (1.1) with e(t) replaced by —e(t) and f(t,x) by —f(t, —y). It follows in the
similiar manner that

—x(t
lim sup z(?)

T < 0.
t—o0 tl/éR(t) >

3.2. NONOSCILLATION SOLUTIONS OF EQ. (1.1) WITH (1.3)

Consider the equation

{CAaﬂx(t) =e(t+a)+f(t+a,z(t+a), teN (3.10)

A.’ﬂ(t) |t:0 = Cp.
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It is assumed that the function f satisfies
wf(t,x) < tO V@), z #£0, (3.11)

for some function h : (t1,00) — R and real numbers v > 0 and 0 < A < 1. For clarity,
we define

t—a
gat) = Y (t—s—1)V(s+a)0 MO (s 4 a)n /TN (s +a), (3.12)

s=t;1—«
where m is a positive sequence.

Theorem 3.3. Let g be a conjugate number of p > 1, (that is, ¢ = p/(p — 1)),
pla=1)4+1>0,andy=2—-a— %. Suppose that for any positive integer t1, we have

Z (s + a)Imi(s + a) < oo, (3.13)
s=t1—«
lim sup g2 (t) < oo, (3.14)
t—o00
t—a
litminf (t—s—1)VYe(s +a) > —oo,
— 00
e (3.15)
lim sup (t—s—1)VYe(s +a) < co.
t—o0 s—l—a

Then every nonoscillatory solution x(t) of (3.10) satisfies
|z(t)| = O(t), ast — 0.
Proof. Let z be a nonoscillatory solution of (3.10), say x(t) > 0 for all ¢ € N;,, where

t1 is a positive integer. Let F(t) := f(¢,2(¢)) and t € Ny, . Then by Lemma 2.8,
we have

t1—1—«
y() sm%a) S (t—s— D) |F(s + a)
+ ﬁ s;ﬂ(t —s—1)@Ve(s+a)
+ %a) 3 (t—s—1) Vs +a,z(s+a)).
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By using (3.11), we get

t1—1l—o

(t—s—1)"V[F(s +a)

s=1—a

y(t) <co+

(a

—

-~

1 < a—1
—I—m Z (t—s—1)VYe(s +a)

s=1l—«
+ F(la) S_;aa(t — 85— 1)(a71)(5 + O[)(Wfl)h(s + Oz)xA(s + a)
and
y(t) < co+ I‘(la) T (t—s— 1)(a71)|F(8—|—04)|
s=1—«
1 t—a o
P, 2 e U )
s S {(f —s =1 (s + )07 (3.16)
I(a) A=
(s + @)a(s 4+ a) — m(s + a)x(s + a)]}
1 t—a - -
+mszg_a(t—8—1)( )(3+a)( )m(8+a)x(s+a).

1/2—1
Taking X = A/ (s + a)z(s +a), Y = (%m(s +a)h Vs + a)) and k = .
Then using Lemma 2.5, we see that

h(s + a@)a (s + o) —m(s + a)z(s + a) < MmN A V(s + )/ s + a),

where A; = (1 — )\))\ﬁ. Thus (3.16) becomes,

t1—1—a
Az(t) < co+ o) (t—s—1D)VF(s+a)
s=1l—«
1 X A
_5— 1)1 1
+ o) s:;a(t s—1) e(s+a)+ F(a)gQ(t)
1 t—a
+ (o) (t—s5—1)"D(s+ )0 V(s + a)z(s + @),
s=t1—«

where g is defined by (3.12).
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It follows that
Ax(t) < w(t), (3.17)

where

tl 11—«

_Z (t—s—1D O DIF(s+a)

(63

1
w(t) :==co + ()

o+

—x

1 o1 A
e S:l_a(t —s— 1)@ De(s+a)+ le)gg(t)

(t—s—1) V(s + ) V(s + a)z(s + ).

t1—«a

L
I(«)

S

Summing (3.17) from ¢; to t — 1 and noting that w(¢) is an increasing function of ¢,
we have

z(t) <di + X_: w(s), dy =x(t1)

s=t1

<(d1 + w(t))t.
Proceeding as in the proof of Theorem 3.1, we have

1 1/q

Mt | &L
x(t) < At + F(;) l Z mi(s+ a)x(s + a)

)

s=t1—«

where

1/p

= | () ()

1/p

, Llp(y —1) +1]
Clp(y = 1) +pla—1) + 2]

In view of (3.14) and (3.15), A is an upper bound for

Yo (t=s =1 V(s +a)

L go (1)

(t—s—1)Ye(s+a)+ F/(\a)
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Therefore, we have

SORICE

[eY 1/a\ a
(Z s—i—amq(s—i—a)) )

MeTES! x(s+ a)e
<9014 p o0t LY O [7} .
+ T (o) - ) a(s—l—oc) mi(s + a) ST a

Applying Lemma 2.10, we have

q t—a—1
(29 gmw—nrg‘@exp(( > <s+a>‘JmQ<s+a>>.

By using (3.13), we have

z(t
lim sup L < 00,
t—o0
which ends the proof.
O
Remark 3.4. If z(¢) is eventually negative, then we can set y = —x to see that

y satisfies (1.1) with e(t) replaced by —e(t) and f(t,z) by —f(t, —y). It follows in the
similiar manner that
—z(t)
t

lim sup < 00.

t—o0

3.3. NONOSCILLATION SOLUTIONS OF EQ. (1.1) WITH (1.4)

Consider the equation

{CA%(t) =e(t+a)+ f(t+a,z(t+a)), teNi_q, (3.18)

I(t)‘tzo = Cp.-
It is assumed that the conditions (3.11) and (3.12) hold.

Theorem 3.5. Let q be a conjugate number of p > 1, (that is, ¢ = p/(p — 1)),
pla —1)4+1 >0, and v = 2 — a — =. Suppose that for any positive integer ti,
(3.14) and (3.15) hold and

Z mi(s + a) < 0. (3.19)

s=t1—«

Then every nonoscillatory solution x of (3.18) is bounded.
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Proof. Let « be a nonoscillatory solution of (3.18), say z(t) > 0 for all ¢t € N,, where

t; is a positive integer. Let F(¢) := f(t,x(t)) and ¢t € N;,. Then by Lemma 2.8,
we have

tl 11—«

z(t) < a) 2 t—s—1DDIF(s + )]

t—«

1
—F Z t—s—1) " Ve(s+a)

Z (t—s—1) V(s +a,z(s + ).

ot gy 2 (-8 D o)
i (t—s—1)Ve(s +a)

(t—s—1) DO Dp(s + a)aP (s + a)

and

t1—1l—«
1

z(t) < F(a) _Z t—s—1) @ DF(s+a)

1 oa—
F—Zt—s 1)@ Ve(s 4 )

S=1—a

1 t—a . 77 .
g 3 {0 e 320

[h(s + @)z (s 4+ a) — m(s + a)z(s + a)]}
1 t—a

+ (o) Z (t—s—1) V(s +a) " Vm(s+ a)z(s + ).

s=t1—«

1/A—1
Putting X = h'/*s+a)z(s+a), YV = (%m(s +a)h VX s+ a)) and k = )\,
and then using Lemma 2.5, we get

h(s + a)z (s + o) —m(s + a)z(s + ) < Aym™ AV (s + )b/ A (s + ),
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where A; = (1 — )\))\ﬁ. Thus, (3.20) becomes

x(t) <co+ = t—s—1)VIF(s +a)
a2,
t—a
+ S Z (t—s—1)Ve(s +a)
F(O() s=1l—a
t—a
+ A1 (t—s—1) V(s 4+ ) DmnMNOD (s L )b/ s + )
F(Oé) s=t1—a
t—a
1
+— (t—s—1) V(s +a) Ym(s+ a)z(s + a).
F(Oé) s=t1—«

By using (3.12), we obtain
z(t) < w(t),

where

t1—1l—«

g
—~

~+
~—

s=1—a

,1

t—

Z (t—s—1) Vs V(s + a)z(s + a).

stloc

Proceeding as in the proof of Theorem 3.1, we have

T ()

x(t)ﬁA—FMl i mi(s + a)x(s + a)

s=t1—«

where

Z (t—s—1DDF(s+a)

A
_ _ s 1)1y, AL
+ ( :E, (t—s—1) (s+a)+ra

Irr(2 — a)

[(F 1 —pa+p) )(F(lfp’erp)

I'P(2—7)

—D+1]
Tlp —1 +p(a—1)+2]
In view of (3.14) and ( )

is an upper bound for

Cco +

M I

( ~ D) VIF(s + a)

s=1l—a

o~

Q

F(a)
15 (a—1)

— (t—s—1) e(s+a)+

s=1l—a

YY)

1/p

(3.21)
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Therefore, we have

t—a 1/q\ q
M
zi(t) < (A + F(;) ( Z mi(s+ a)z(s + a)> )

s=t1—«
Mq t—a
<2071 A7 4 9971 I‘q(;) Z mi(s + a)xi(s + a).

s=t1—«

Finally, if we apply Lemma 2.10, we have

Mq t—a
a(4) < A?92(¢—1) 1 a .
xi(t) < A92 Ta(a) exp( Z m (s—i—a))

s=t1—«

By using (3.19), we end up with

lim sup z(t) < oo,
t—o0

which completes the proof. O

Remark 3.6. If x is eventually negative, then we can set y = —x to see that y satisfies
(1.1) with e(t) replaced by —e(t) and f(t,x) by —f (¢, —y). It follows in similar manner
that

lim sup —z(¢) < 0.
t—o0

4. APPLICATIONS
In this section, we present some examples for the illustrate the obtained results.

Example 4.1. Consider the following fractional difference equation

N
ATz (t) = e730H3/9 4 Me_(t+3/4)xl/3(t +3/4), teNu, (4.1)

where a = 3/4, e (t)=e 3! and f (t,z) = Il:((:j_ré)) e~tz/3. If we consider p = q = 2,
4

v=3/4and h(t) = et =m(t), then it is straightforward to check that all conditions
of Theorem 3.3 are satisfied and then consequently every nonoscillatory solution x of
Eq. 4.1 satisfies

lz(t)| = O(t), t— oo.

Example 4.2. Consider the following fractional difference equation

I'it+2
cAx(t) = e 2D 4 (7_‘_8)6_(“_1)561/2@ +1), teN. (4.2)
L(t+3)
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In view of equation (3.18), the above equation (4.2) is a particular case with

T 1
e(ty=e?, [f(t,x)= F((:He_txl/z a=1, and h(t)=e"
3

Puttlngpzf>1.Thenq:p’%l:3,7:%,andp(a71)+1:1>0.lfwelet
m(t) = h(t), then
t—1 t—1
F(s+1) _
D=3 (t—s— 1) V(s NE D6+ 2§ _LEHD o),
o(0)= 30— =)' Vio 4 1 > FerieD

which is convergent as t — oo. Moreover, we have

i mi(s+1) = Z e 36+ « o

s=t1—1 s=t1—1
It follows that
t—1 i—1
tlgg@ S:O(t —s—1)@ Dle(s +1)| = tliglo ;(t —5— 1)1 D264 < o0,

Therefore, by Theorem 3.5 every nonoscillatory solution of (4.2) is bounded.

5. CONCLUSION

Following the trend in studying qualitative properties of solutions of fractional differ-
ence equations, we investigated the nonoscillatory behavior of three different classes
of fractional difference equations. The main results are obtained by the use of the
fractional Taylor’s difference formula, some features of discrete fractional calculus and
certain mathematical inequalities. To ensure consistency with the theoretical findings,
numerical examples are provided. We claim that our results are new and have not
been considered earlier.
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