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Abstract

In this paper, we introduce an optimized method to improve the accuracy of content based
image retrieval systems (CBIR). CBIR systems classify the images according to low and
higher features.In our research, we improve both feature selection and classifier partition
of a CBIR system. Results show great performance of our proposed algorithm.

1 Introduction

By increasing amount of multimedia data on in-
formation systems, there is a huge demand for more
accurate and effective image retrieval systems. The
similar semantically images likely have similar vi-
sion features. This is the main idea behind CBIR
systems [1]. Such systems use positive feedback of
the users to improve accuracy of image classifica-
tion [2].

By improving either classification algorithm or
retrieval approaches of the system, the overall accu-
racy improved. There are researches on classifica-
tion algorithms [1, 3] and retrieval methodologies
[4, 6]. In our research, we focus on choosing effi-
cient features of the images [7]. Consequently, we
improve the accuracy of the classifier by using pair
wise classifiers.[8]

One of technique to increase the accuracy of the
classifier is to use ensemble of classifiers [9]. In this
method we use multiple pair wise classifiers instead
of one multiple classifier. Pair-wise classifier needs
to distinguish between two classes and it has more
accuracy toward multiple classifier

2 Feauture Vector of Images

To classify the images, we need to extract the
low level feature of images. Low level feature in-
clude color and shape properties of the images [10].

In case of low-level image features, a feature
vector which describes various visual cues, such as
color, shape, or texture, is computed for each im-
age in the database. These include features based
on color histograms [11, 12, 13, 14, 15, 16, 17,
18, 19], color moments [18, 20, 21, 22], statisti-
cal shape and texture features such as edge direc-
tion histograms [23], Tamura texture features [24],
and wavelet-based texture features [22, 25]. Given
a query image, its feature vector is calculated and
those images which are most similar to this query
image based on an appropriate distance measure in
the feature space are retrieved [26].

Color histograms are generally invariant to
translation and rotation of the images and normal-
izing the histograms leads to scale invariance [27].
However, color histograms do not incorporate spa-
tial adjacency of pixels in the image and may lead to
inaccuracies in the retrieval. The image color distri-
bution is represented without any additional infor-
mation about spatial location or shape of homoge-
neous colored regions. Images completely different
from the perspective of users may have the same
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color composition. Therefore, retrieval of images
based on color histograms are prone to yielding a
large number of false hits, i.e., images with com-
pletely different content which just happen to have
a similar color composition as the query image [2].

To overcome the quantization effects as in color
histogram, [20] proposed to use color moments ap-
proach. Color moments of an image are a simple
yet effective feature for color-based image retrieval
[20, 21, 22]. From probability theory we know that
a probability distribution is uniquely characterized
by its moments. Thus, if we interpret the color dis-
tribution of an image as a probability distribution,
then the color distribution can be characterized by
its moments, as well. Furthermore, as most of the
color distribution information can be captured by
the low-order moments, using only the first three
moments: mean, variance and skewness, it is found
that these moments give a good approximation and
have been proven to be efficient and effective in rep-
resenting color distribution of images [20]. These
first three moments are defined as:
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Where pi j is the value of the ith color channel of the
jth image pixel.

Shape is another feature that can be used in
content-based image retrieval. In the absence of
color information or in the presence of images with
similar colors, it becomes imperative to use addi-
tional image attributes for an efficient retrieval [26].

Various schemes have been proposed in the lit-
erature for shape-based retrieval. Shape representa-
tion techniques can be divided into two categories:
boundary-based and region-based. The boundary-
based uses only the outer boundary of the shape
while the latter uses the entire shape region (29).
The most successful representatives for these two
categories are Fourier descriptors and moment in-
variants respectively. The main idea of Fourier de-

scriptors is to use the Fourier transformed boundary
as the shape feature [30].

Figure 1. The 0th moment is the area of the object;
the 1st moment gives the centre of mass; and the

2nd moments give the axes of orientation.

The main idea of moment invariants is to use
region-based moments, which are invariant to trans-
formations, as the shape feature. In [31], the authors
represent the shape of an image in terms of seven
invariant moments based on the 2nd and 3rd or-
der moments. The idea of using moments in shape
recognition gained prominence because of its effec-
tiveness. The central moment of a digitally sam-
pled image in order of (p+q) that has gray function
f (x,y) ,(x,y =U, ...M−1) is given by,

upq = ∑
x

∑
y
(x− x)p (y− y)q f (x,y)

Seven moment invariant based on 2d and 3d or-
der moments gained as follow.
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M1through M6 are invariant under rotation and
reflection. Scale invariance is achieved through fol-
lowing formula.

M′
1 = M1/n M′

2 = M2/r4 M′
3 = M3/r6

M′
4 = M4/r6 M′

5 = M5/r12 M′
6 = M6/r8

M′
7 = M7/r12

Where r is the radius of gyration of the object.

r = (u20 +u02)
1/2

Low-level texture features can provide both
global and local information, but are hard to de-
fine. Moreover, they are limited in their ability in
describing the semantic content in the image. An-
other limitation of texture features is the high com-
putational complexity of matching based on these
features [26].

3 Normalization of Feature Vector

Normalization means putting the real value be-
tween two predefined values. Mostly, we map the
real values between 0 and 1 [11].To normalize the
feature i from vector k,we use the following for-
mula.

x′i,k =
xi,k

max(xi,1, ...xi,n)

Normalization is important in learning classi-
fiers. Thus is why, we use sigmoid function in our
neural network classifier. Such networks have very
small first derivative for the numbers outside the
range [-5, 5].

If the network feeded with the values outside
the normalized values, the network converges to
0.Thus, the learning is impaired due to non normal-
ized inputs . By normalizing the inputs, we impede
such problem [7].

Figure 2. Sigmoid Function.

4 Descretization of Inputs

The main advantage of descretization is to de-
crease the amount of inputs without losing the ac-
curacy of the classifier [7]. We consider value sets
of a feature as fk = {x1,x2, ...,xn}.We sort such val-
ues, Therefore, we have x1 ≤ x2 ≤ ... ≤ xn.We di-
vide the set from the point xp.The suitable point for
xp dividing feature set of fk in feature vectors U is
the position minimizes the following formula [11].

E ( f ,xp) =
S1

U
Entropy(S1)+

S2

U
Entropy(S2)

Entropy(S) =− ∑
c′⊆C

Sc′

S
log2

Sc′

S

In which,

U : The set of feature vectors.

S1 : The feature vectors which fk ≤ xp.

S2: The feature vectors which fk ≻ xp.

C: The set of semantic concepts in image in-
puts.

We continue the division of xp to obtain the best
point for each feature set.

5 Feature Selection

There are many features which is not proper for
semantic classification. For example brightness is
not a good feature. Since every picture from differ-
ent classes may have different brightness. The main
idea behind feature selection is to identify the most
differences among classes [32].

We use Information Gain approach to select
best features for classifiers. Information Gain is
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presents the power of any feature for differentiat-
ing the instances [33].Information Gain of feature
Ain feature sets of S

Gain(S,A) =
= Entropy(S)−∑v∈Value(A)

|Sv|
|S| Entropy(Sv)

In which,

Value(A) : The value set of feature A.

Sv : Subset of S in which feature A has value v.

We select best features and eliminate 20 percent of
worst feature sets in this step.

6 Pairwise Classifiers

In this section, we explain using our pair wise
classifiers instead of one multiple classifier. In such
manner the accuracy of classifier improved. The
learning in multiple classifiers is to distinguish one
category against other categories.

Figure 3. Different levels in making ensemble of
classifers.

While in pair-wise one, it is based on the other
category. We use a secondary network to combine
the results of pair wise classifiers [8].

We feed the feature vectors to our multiple par
wise classifiers. In this algorithm, the combination
of results obtained by a multilayer perceptron net-
work.

In figure 4, we have shown the accuracy of us-
ing pair-wise classifier. In the figure distinguish-
ing the rectangles from other shape like circles is
more accurate. On the other hand, discriminating
the rectangles among all the shapes leads to less ac-
curacy. In this approach, firstly, the couple classi-

fiers with maximum error rate of classification de-
termined. Such categories need to be feeded to pair
wise classifier for improving overall efficiency of
the classifier.

Figure 4. Simplicity of classifier in pairwise
boundries.(the boundry of two pices of square with
circles has shown with dashed line and with others

with dotted line) [8].

7 Determining the Most Erro-
neous Pairwise Categories

The define which feature should be divided
from the multiple learning classifier, we need to de-
fine the most erroneous pair-wise categories which
have most intersection with each other. Such cou-
ple categories feeded to pair-wise classifiers to be
categorized more accurately.

We use a multiple neural network classifier to
determine error rate of couple categories. We have
feeded such networks with the features gained with
Information Gain criteria. Consequently, we make
a confliction matrix to define the categories need to
be classified. The element, ai, j determines the num-
ber of incorrect instances from class i classified in
class j[8].

8 Combination of Pair-wise Clas-
sifers

The final step for classifying the feature vectors
I to combine the result of primary network and pair-
wise networks. We use a multilayer perceptron net-
work to combine the results. The output of multi



151OPTIMIZED IMAGE FEATURE SELECTION . . .

classifier network and pair-wise networks feeded to
combination network. The following figure shows a
classifier system to both classifying and combining
the results [8].

Figure 5. Structure of Artificial Neural network
Classifiers.

In figure 5, we have shown the structure of our
neural network. In this network the input feature
vector feeded to the system. In next layer, there are
numbers of pair wise classifier along the multi neu-
ral network .the pair wise classifiers created due to
couple categories with high error rate of classifica-
tion. In combination layer all the outputs of pair-
wise classifiers and the multi neural networks com-
bined and the output layer consists of the numbers
of categories.

9 Experiment Results

To evaluate our algorithm, we choose 300 pic-
tures from LabelMe database [34].Such groups
categorized in 10 concept groups including, tree,
seashore, sky, sun, hand, cloud, library, window,
road and wall. We obtained 13 features of pictures
including color and shape properties.

We applied Information Gain in our feature vectors
and eliminate 3 worst of them. We feeded the rest
features to one multiple Neural Network and deter-
mine 4 couple categories with the most intersection
and error rate. Therefore, we made a 4 pair wise
networks with 10 feature inputs and one multiple
network. The combination network has the 18 in-
puts and ten outputs to determine the concept class
of the images. We have shown the results of apply-
ing each step in the Table 1.

Algorithm Number Precision
of Feature

Raw
Feature 13 74%

Raw
Feature 7 68%

Normalized
Features 13 77%

Normalized
Features 7 73%

Normalized
Descretized

Features 13 81%

Normalized
Descretized

Features 7 75%

Pair-Wise NNs 13 88%

Pair-Wise NNs 7 80%

Table 1. Algorithm Performance

In another experiment, we measure the speed
of convergence without considering pair-wise net-
works. As shown, every step results in faster con-
vergence rate and less numbers of Epochs.

Figure 6. Convergence Speed in Normalized and
Descretized Inputs.

As resulted, the proposed networks results in
better accuracy than general multi layer neural net-
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work. In this approach , normalization along with
descretization leads to more effective input vec-
tors and improved overall accuracy of the structure.
This efficient input results in better performance
and speed of convergence of the neural network.
Furthermore, it is conclude using pair-wise classi-
fiers improved the accuracy of categorization.

Conclusions

In this paper, we introduced an efficient method
to optimize feature vectors obtained from images.
We firstly, normalized them to avoid impairment of
learning algorithms. Consequently, we descretized
the inputs to speed up the convergence and improve
accuracy of the system. Followingly, we applied
Information Gain formula to select the best features
to obtain the most accurate classification. Finally,
we proposed a novel method to improve the accu-
racy of neural network classifiers. We used multi-
ple pair-wise networks to classify the worst features
in pairs. Results and experiment showed improved
performance of our approach in every step.
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