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This paper describes a method, for procedural content generation, allowing alteration of object during generation process, as well as further modifi-
cations of object after it was created. Most of existing algorithms either require adjustment of unintuitive data and parameters, or don’t allow for
further alteration of created object. Such outcomes are unsatisfactory for most of game designers. We offer our solution for this problem and identify
some possible future directions of our research.
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Introduction

Game worlds have grown tremendously in detail and visual
realism. Some of them are vast, others fascinate with in-
credible level of detail and realism, presenting beautiful
landscapes and believable settlements. 

At the same time, all of those game worlds require con-
siderable amount of time to create and adjust. Most of
game objects, including landscapes, are created by hand,
taking days if not weeks to complete. More and more often
game designers need to either reduce level of detail for par-
ticular objects, or decrease amount of those objects. 

Procedural content generation is a vast topic, contain-
ing series of procedures, allowing creation of different parts
of game worlds. Those procedures allow for fast and de-
tailed generation of specific content, in huge amounts, usu-
ally much faster and with grater amount of detail, than any
human designer can maintain.

Unfortunately, most of those methods, has some major
drawbacks, at least from designers point of view. While de-
tailed and suitable for their defined application, those al-
gorithms require specific, and usually unintuitive data. At
the same time object, once generated, leaves very little
place(if it does at all)for any modifications of its appearance
or adjustment of details. Usually any modification requires
regenerating entire object – an operation, that with com-
plex models can take considerable amount of time, without
guaranteeing better results. 

In this paper we present an approach for procedural con-
tent generation, allowing not only easy maintaining of object
data, but also adjustment of different parts of this object, or
it’s corresponding textures and additional details. In our work

we consider both manual adjustments, as well as regenerating
or automatically correcting selected parts of object. As a test
platform for our algorithms we use Blender 2.68. 

The rest of the paper is organized as follows. In section
2, we review other works, related to our research. Section
3 presents an overview of our method and describe ob-
tained results. In section 4 we discuss some possible future
adjustments and research directions. Finally we conclude
our work in section 5.

Related work

Procedural generation of various elements has a signifi-
cantly long tradition in the field of computer graphics. In
this section we analyze previous works related to our re-
search goals and methods, as well as most popular algo-
rithms for procedural generation of different 3D virtual
words elements. For detailed study of various procedural
generation procedures see [1, 2]. 

Object generation and modification
Building terrain is one of most obvious applications of pro-
cedural content generation in many fields, computer games
included. Therefore generating various areas with different
properties and constraints is one of better examined subjects.

In article [3], authors describe an algorithm for gener-
ating various terrains, that meet specific, selected by the de-
signer, properties, using semantic constraints. For example,
one might decide, that two points on the map need to be
connected by road, or stay in clear line of sight. 

[4] presents an integration of procedural modeling and
manual editing, allowing user high level of control over
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generated content, and easy way of regenerating and ad-
justing created terrains(like regenerating a road, so that it
will pass through nearby city). 

[5] describes an application for creating military train-
ing simulations, allowing for easy and intuitive terrain
modifications, as well as fast creation of maps and their
properties. 

Article [6] presents method of generating terrain, using
Delaunay triangulation for maintaining mesh complexity
appropriate to required level of detail. Algorithm also con-
tains stenciling and stitching methods, for modifying cre-
ated terrain by adding objects such as roads, tracks, etc. 

While generating game content, it is equally important
to maintain terrain correctness, especially if after producing
terrain, player should be able to reach certain places. In [7]
authors presents a method for evaluating level quality, based
on genetic algorithm and some chosen properties. 

There are also many other methods, for generating var-
ious terrains, based on height maps, L-systems, genetic al-
gorithms or other methods, giving satisfactory and detailed
results [1,2,8], as well as variety of combinations of above.
For example, in [9] authors present a method, to generate
pseudo-infinite cities, using seeds as a base for content gen-
eration. Another interesting issue is dungeon generation, pre-
sented in article [10]. This problem is rather specific and
contains many issues, that other terrains do not posses. At
the same time, the way most dungeons are built, allows for
better control in generating them, giving interesting results.

Terrain generation is only one aspect of creating beau-
tiful and believable terrains. Next step is generating various
objects to place through the scene, such as rocks [11] or
vegetation [13]. 

Another interesting issue presented in [13] is manipu-
lating object mesh, both globally and locally, for animation
purposes. Described method givers realistic results for pre-
sented examples, and compares them without other exist-
ing methods.

Geometry images and textures
Geometry images can be defined as a 2D representation of
3D model shape. There are various methods corresponding
to generation of those images, as well as their application
to object modeling. 

In [14] authors describe fast and scalable method con-
taining procedural geometry mapping and ray-dependant
grammar development, for generating detailed geometries
in render-time, in this case applied for building facades.

Another issue is generation and application of height
maps. While elevation maps can be quite adequate for de-
scribing ground shape, they certainly have some drawbacks.
In [15] authors describe method for representing compli-
cated geometries, using solid height-map sets, which allow
representation of object with many overlapping layers and
multi-level terrains.

Textures are another, quite widely described problem,
considering both their generation, and application to dif-
ferent objects. For further reference in this topic see [1, 8].

Constraints and layout solving
Constraints, in procedural content generation, can be tools,
to define desired properties of generated objects. Based on
object type, they can define some terrain properties [3, 4,
7], or characteristics of an object, that is later placed on
scene [16].

While generating some simple geometry is not very
complicated, modeling more complex and detailed objects
is quite a different case. 

One of problems in this type of generation is large
amount of calculations required to obtain satisfactory re-
sults, especially if we want to produce results in real time.
Other is way of representing and maintaining large
amounts of data, required to such operations [14]. Some
known methods of generating such objects involve fractals,
or other mathematical functions [8], as well as L-systems
or genetic algorithms [7].

Placement of those objects on generated terrain, both
in building interiors, and open spaces is another issue. 

In [16] authors describe a method for placing objects
in the building interiors, based on some constraints as-
signed to objects, as well as their placement relatively to
other objects on the scene, or such things as walls, doors
or other elements. 

There are also methods for creating and placing object,
based on some example presented by the user [17]. De-
scribed algorithm examines different dependences and
properties of given object, such as placement of certain
parts, or their corresponding dimensions, and relying on
such data, creates more complex structures. 

Placing of some objects in game, i.e. enemies, can be
modeled by collecting data on player experience, and re-
acting accordingly [18], or by defining some patterns and
rules for placing those objects [19, 20].

Algorithm

In this section we present concepts concerning our method-
ology, as well as it’s current implementation. As a test plat-
form for our algorithms we use Blender 2.68. We chose this
3D modeling application firstly because it contains com-
plete python interpreter, allowing us to easily add needed
functionality. Second reason is that options already avail-
able are sufficient base for our research.

Method
Our method is meant for generation of objects with main
application in computer games, that are both complex and
adjustable by the game designer at every point of their gen-
eration, as well as after obtaining them (see Algorithm 1).

Our algorithm consist two main parts. First one de-
scribes division of a scene depending on predefined steps.
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Currently we consider only equal intervals, due to simplify
needed calculations. Since we are operating in 3D space,
we divide our scene in cuboids of appropriate size (after
calculating our intervals). This allows us for both easy gen-

eration, as well as fragmentation to smaller regions, when
we want to edit part of it. Moreover, by dividing space in
such a way, we are not restricting number of different kinds
of objects, that our algorithm can generate. Example of
mesh, containing generated vertices, already assigned to
faces is shown in Fig. 1.

Second part of our algorithm consist of generating ver-
tices, in alignment described by object type. Depending
from created content, different cuboids will contain infor-
mation about placement of vertices inside considered
model. 

Algorithm 2 presents application of our method for
generating few types of terrain: leveled plains or hills(with
altitude at stable level), downward plains or hills(with alti-
tude steadily rising or declining in one direction), and is-
land type of terrain, with edges of object located at lowest
level, and its middle at the highest point.

For each type of terrain, we first select cuboids from the
scene, that will contain information about object vertices,
and then we generate them. Depending from given require-
ments, such generation can be completely random, specified
by some predefined properties, or even introduced by user. 

At the end of procedure we save obtained results in text
file. We chose such solution, because we wanted to be able
to easily move our results between computers, without the
need to copy entire blender file. Another reason is that
„.txt” format allows not only simple file relocation, but also
leaves possibility for future adaptations of our method for
other platforms. Another advantage is that such files are
considerably small in size. 

Our approach is based on fact, that while procedural
content generation is getting more and more accurate, de-
signers still might want to modify some elements of created
objects, either by regenerating fragments of model, or by
manual adjusting them. Therefore our approach focuses ex-
actly on that.

At every key point of object generation we leave place
for some user adjustments, i.e. after generating points or
faces, also after generating and assigning texture or adding
any other element. Such fragmentation allows for better
control of obtained output, as well as speeds up entire gen-
eration process - it’s much faster to move few vertices, than
to regenerate entire object, until we get satisfactory output.
Another advantage is that, when results are not satisfactory,
we can easily determine which step of generation is at fault
and adjust it accordingly.

Implementation
Object generation algorithm presented in previous section
is rather general and can be applied to any object, by simply
adjusting appropriate functions, but after generating points
and faces we use some of built in Blender functionality, to
proceed. Currently our implementation contains genera-
tion of basic terrain with some randomly placed elements
(rocks and grass), as presented in Algorithm 3.
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Fig. 1. Vertices and faces of generated object

Algorithm 1. Object Generation

Algorithm 2. Locating vertices
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After a set of vertices is created, we then use some of
built-in Blender functionality, documentation of which can
be found in [21] in support section, to assign created ver-
tices to faces and generate entire terrain from those faces. 

Representation of displacement at given terrain can be
resolved in many ways. In our approach we decided to use
another of Blender tools: displacement modifier. Since
Blender scripting language allows easy access to most of ap-
plications functionality, we just need to call appropriate
procedure for created object

In our case, we are not using displacement map as rep-
resentation of altitude through entire object, but rather
want to modify some of places across the objects, without
affecting general shape. Therefore using height maps in
their basic form may be insufficient. We then decided to
use displacement modifier, to achieve exactly that. Since
that method may operate on user defined texture, it allows
both simple generating of some believable shapes, as well
as easy separation of parts of object with different proper-
ties, by simply assigning different texture. Together with
smooth modifier, we achieved some interesting results. Ex-
ample terrain, both before (top left) and after (top right)
appending displacement modifier is presented at Figure 2.

After creating and applying appropriate displacement
for object, we then assign actual texture. Images used in
this application can be both, generated procedurally or cre-
ated by user, as long as it is a file, saved in format supported
by Blender application. Therefore we can generate displace-
ment map with any chosen properties. Currently we are
using some of procedural textures available in application.
Since they are generated directly into application, they also
allow to follow any introduced changes in real time, with-
out the need to load and reload newly generated texture.
Fig. 2 (bottom) presents fully generated terrain with as-
signed simple texture(created using Blender tools).

After creating object with texture, we then place some
simple objects across the scene, using Blender particle sys-
tem. For this functionality to work we need to assign
weights to our object, deciding placement of different types
of objects we add to the scene. 

At this point we generated whole, fully modifiable ob-
ject. Although we predefined some of it’s properties, all of
them can be changed during any step of generation process,
as well as at the end of algorithms operations. Example ter-
rain is presented at Fig. 3.

Future work

The combination of procedural generation and manual
edi ting can greatly improve workflow of game designers.
First attempts have already been made (see [5]), but they
still require a lot of work. Although our approach is still in
early stage of development and requires considerable
amount of work it still promises great results in the future. 
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Fig. 3. Simple terrain with grass and rocks generated using
our method

Fig. 2. Created object(top left), after appending displace-
ment map through appropriate modifier(top right) and
with assigned texture(bottom).

Algorithm 3. Object adjustment
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We plan to incorporate more available terrains, as well
as append generation of other objects, like buildings or
some of more characteristic, in-game elements.

Another of our goals is to append few sets of various
constraints, to allow better adjustment of created models.
One of functionalities we want to incorporate are rules for
connecting different terrains, and constraints for placing
different objects (plants, rocks, buildings), through the
scene, other than using weight maps.

In this case we were using some built-in Blender tools,
for generating textures and modifying object but we also
consider appending some external methods for this tasks,
to achieve grater level of control, as well as to improve over-
all performance. We would like to at least add a method
for creating texture and displacement map, that would be
based on basic terrain shape, or other properties, specified
by user. 

We also plan to work on our data management algo-
rithm. Currently it allows only for even intervals along each
axis, and requires that each cuboids contains only one vert.
We would like to explore other possibilities and compare
them with our current solution.

Another of our goals is to adjust our method for other
3D modeling environments.

Conclusions

In this paper we presented a method for procedural gener-
ation of objects, that are both complex and adjustable at
every step of their creation. 

Out program was created in Blender application and
uses some of it functionality.

Our program should be considered mainly as a base for
further research. Even in such basic shape it still allows for
creation of elements, that can be used in computer games.
Currently number of available object is rather limited, but
our data representation and generation algorithm do not
restrict types of objects, that can be created. Another big
advantage is that our method allows for great amount of
object adjustments, both by user and algorithmic regener-
ation of its parts. 

There are still very few procedural algorithms, that
allow for modification of created content, that does not
contain re-generating an object and presented method is
sufficient for this application.
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