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Abstract: The research, presented in this paper, concernes the
controllability of a multi-agent network with a directed, unweighted,
cooperative, and time-invariant communication topology. The net-
work’s agents follow linear and heterogeneous dynamics, encompass-
ing first-order, second-order, and third-order differential equations
over continuous time. Two classes of neighbour-based linear dis-
tributed control protocols are considered: the first one utilises av-
erage feedback from relative velocities/relative accelerations, and
the second one utilises feedback from absolute velocities/absolute
accelerations. Under both protocols, the network’s agents achieve
consensus in their states asymptotically. We observe that both of
the considered dynamical rules exploit the random-walk normalised
Laplacian matrix of the network’s graph. By categorising the agents
of the network into leaders and followers, with leaders serving as
exogenous control inputs, we analyse the controllability of followers
within their state space through the influence of leaders. Specifi-
cally, matrix-rank conditions are established to evaluate the leader–
follower controllability of the network under both control protocols.
These matrix-rank conditions are further refined in terms of the sys-
tem matrices’ eigenvalues and eigenvectors. The inference diagrams
presented in this work provide deeper insights into how leader–
follower interactions impact the network controllability. The efficacy
of the theoretical findings is validated through numerical examples.
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1. Introduction

Multi-agent networked systems have garnered significant attention in recent
years due to their numerous advantages over conventional control systems.
These advantages include cost reduction, improved system efficiency, enhanced
flexibility, reliability, and the ability to provide new capabilities. Multi-agent
systems are used to model a wide range of real-world phenomena, from biolog-
ical agent flocking to multiple mobile robots, spacecrafts, unmanned vehicles,
wireless sensor networks, smart grids, social networks, machine learning, eco-
nomics, and manufacturing, among others (see, for instance, Chen and Ren,
2019, or Mesbahi and Egerstedt, 2010).

Controllability is a fundamental concept in the analysis and synthesis of
multi-agent systems. It addresses the question whether the states of the agents
can be driven from any initial positions to any desired final positions within
a finite time frame using a set of external admissible controls. Controllability
is often achieved through a leader–follower strategy, where agents are divided
into leaders and followers. The goal is to transfer the followers from their initial
configurations to desired configurations within their state-space, while allowing
the leaders to move freely within their state-space (see Liu et al, 2008; Lozano
et al, 2008; Tanner, 2004; Yazicioğlu and Egerstedt, 2013).

Multi-agent networks are involved in various cooperative tasks, with consen-
sus problems receiving significant attention within the control and network com-
munities. The consensus problem involves driving the states of the network’s
agents to a common desired value through appropriate agreement protocols.
Over the past few decades, consensus problems for multi-agent systems have
been extensively studied, particularly within the context of leader–follower ar-
chitectures. For example, Saber and Murray (2004) discuss consensus problems
for multi-agent networks of dynamic agents with fixed and switching topologies.
In particular, authors referred to introduced two consensus protocols for net-
works with and without time-delays and performed convergence analysis. Sim-
ilar kind of problem is considered in Ren and Beard (2005), where it is shown
that the consensus of the agents can be achieved if the union of the directed in-
teraction graphs have a spanning tree frequently enough as the system evolves.
Authors in Defoort et al (2015) focused on the design of a consensus model with
unknown inherent nonlinear dynamics. In Zhang, Sun and Yang (2021), a new
consensus protocol and an event-triggered communication strategy, based on a
closed-loop state estimator have been designed.

Notably, the aforementioned results primarily address consensus for multi-
agent networks consisting of first-order integrator agents. In the real world,
many physical systems have complex inner dynamics. To extend the applicabil-
ity of multi-agent systems, it is essential to investigate consensus problems for
higher-order multi-agent systems. The consensus models with second-order dy-
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namics are considered in Ren (2007), where it is shown that the leader–follower
strategy can be unified in the general framework of consensus seeking, and is
demonstrated by considering a multiple micro-air-vehicle formation flying. The
event-triggered control strategy for the second-order consensus is analysed in
Xie et al. (2013) and in Yu et al. (2013) distributed control gains for consen-
sus in multi-agent systems with second-order nonlinear dynamics are discussed.
There are also applications for third-order multi-agent networks, such as mod-
elling deflection of curved beams, controlling flying objects in cosmic space
(Greguš, 1987), and analysing entry-flow phenomena in fluid dynamics (Ja-
yaraman, Padmanabhan and Mehrotra, 1986; Padhi and Pati, 2014; Reynolds,
1989). Research has focused on consensus in third-order multi-agent networks,
for example in Liu, An and Wu (2018).

Most of research has concentrated on homogeneous multi-agent networks,
where all agents possess the same-order dynamics. However, in reality, as in
population dynamics, epidemic models, economic systems, and social sciences,
agent dynamics may differ due to various constraints, making heterogeneity an
important parameter to study. Subsequently, researchers have begun to address
heterogeneous multi-agent systems under various dynamical rules. For example,
in Liu, Xie and Wang (2012), Zheng and Wang (2012a,b), Zheng, Zhu and
Wang (2011), authors especially considered the heterogeneous network of agents
encompassing first- and second-order integrator dynamics and established their
consensus properties under different protocols. A recent study by Geng et al.
(2022) investigates the consensus problem in heterogeneous multi-agent systems
with directed topology, comprising three classes of agents described by first-
order, second-order, and third-order integrator dynamics. In all these works,
a common fact is that the underlying dynamical rule exploits the Laplacian
matrix of the network’s graph.

In the parallel line of research, there has been an investigation on the leader–
follower controllability of heterogeneous networks under different kinds of con-
sensus protocols. For example, Guan et al. (2016) examine controllability issues
for continuous- and discrete-time consensus in linear, heterogeneous multi-agent
systems composed of first- and second-order integrator agents, under directed
and weighted communication topologies. The results of Guan et al. (2016)
have been extended to the case of third-order integrator agents in Muni et al.
(2023). Again in both of these works, the underlying dynamical rule exploits the
Laplacian matrix of the network’s graph. We would like to mention that in ap-
plications such as modelling Brownian motion, epidemic information diffusion,
random sampling, computing aggregate functions on complex sets, and the illus-
tration of many real-world stochastic processes, the dynamical model involves
the random-walk normalised Laplacian matrix instead of Laplacian (Aldous,
1991; Coppersmith et al., 1993; Leleux et al., 2022).
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The first time investigation on controllability in consensus of multi-agent
networks under the random-walk normalised Laplacian has been carried out in
Muni et al. (2022). However, there, the network is homogeneous, involving only
first-order integrator dynamics. There is no work reported on the controllabil-
ity of consensus of heterogeneous networks, where the dynamics exploits the
random-walk normalised Laplacian matrix of the network’s graph. The present
work addresses this gap. By employing two different kinds of consensus pro-
tocols, which are linear and distributed, we analyse the controllability of the
network in a leader–follower framework. Specifically, by utilising PBH rank
criterion, easily verifiable necessary and sufficient matrix-rank conditions for
checking leader–follower controllability of the network are obtained, which are
subsequently applied to several networks to evaluate their controllability. We
also obtain some necessary controllability conditions, which involve the system
matrices’ eigenvalues and eigenvectors. The inference diagrams presented in this
work provide deeper insights into how leader–follower interactions impact the
network controllability.

The rest of the paper is organised as follows: In Section 2, we provide back-
ground information on graphs and matrices. Section 3 outlines the problem’s
modelling. In Section 4, we perform a controllability analysis and derive various
mathematical conditions for verifying the controllability of the system. Section 5
includes numerical examples to illustrate our results. Finally, the paper con-
cludes with Section 6.

2. Preliminaries

2.1. Matrix preliminaries

The notations used are standard: W, Z+, and R (C) refer to the set of whole
numbers, positive integers, and real (complex) numbers, respectively. Let Ik
denote the set of the first k positive integers. For any fixed positive integers n
andm, Fn×m is the vector space of all (n×m) matrices with entries from the field
F. When m = 1, this space is denoted as Fn, representing the n-dimensional
vector space of (n× 1) column vectors over the field F.

Let In denote the identity matrix of size (n×n) and O (0) represent the zero
matrix (zero vector) of the appropriate size. The diagonal matrix of size (n×n)
with principal diagonal entries ai, i = 1, . . . , n is designated as diag(a1, . . . , an).
The transpose of A ∈ Fn×m is denoted as A⊺ ∈ Fm×n. Note that Rn×n

is a proper subset of Cn×n, allowing real (n × n) matrices to have complex
eigenvalues and complex eigenvectors. A nonzero v ∈ Cn is called an eigenvector
of A ∈ Rn×n if Av = µv for some µ ∈ C; here µ is called the eigenvalue of A.
The symbol σ(A) denotes the set containing all eigenvalues ofA. It is important
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to note that σ(A) = σ(A⊺). The nullspace of A ∈ Rn×m is a subspace of Cm,
given by N(A) := {v |v ∈ Cm, Av = 0}. The eigenspace of A ∈ Rn×n with
respect to λ ∈ σ(A) is Eλ(A) := N(λIn −A). Notice that all nonzero elements
of Eλ(A) are the eigenvectors of A corresponding to the eigenvalue λ. For a
more in-depth exploration of matrix theory and its properties, we recommend
referring to a monograph by Friedberg, Insel and Spence (1989).

2.2. Graph preliminaries

A directed simple graph G is an ordered pair (V, E) consisting of a nonempty
vertex set V (with its elements referred to as vertices of G) and an edge set E
(with its elements known as edges of G), together with an incidence function
that associates with each edge ‘e’ of G an ordered pair (x, y) of distinct vertices
x and y, such that no two edges of G are associated with a common ordered
pair of distinct vertices. Here, e is said to join x to y, with x being called the
tail and y being called the head of e. A finite directed simple graph has a finite
vertex set.

A directed simple graph is weakly connected if, in its undirected version,
there is a path between any pair of distinct vertices. In this paper, the used
notion of a graph refers to a finite directed simple graph that is weakly connected
and has a nonempty edge set.

The neighbor set of i ∈ V is Ni := {j : j ∈ V, (j, i) ∈ E}. The adjacency
matrix of G, A(G) :=

[

aij
]

, is a square matrix of size |V| × |V| with aij being
the weight of edge (j, i). If there is no edge (j, i) in G, then the aij value
is set to zero. When Ni 6= ∅ for all i ∈ V, then the matrix Lrw(G), defined
as Lrw(G) := I|V| − ∆−1(G)A(G), is known as the random-walk normalised
Laplacian of G, this notion playing a central role in the controllability analysis
of our multi-agent network; here ∆(G) := diag(

∑

j∈Ni
aij) is the degree matrix

of G. Notice that the entries of Lrw(G) are given by

[

Lrw(G)
]

ij
=







1 for i = j,

− aij
∑

j∈Ni
aij

for i 6= j.

For a more comprehensive exploration of matrix-theoretic and algebraic ap-
proaches to graph theory, we recommend referring to sources like Bondy and
Murty (2008); Kurras (2016).

2.3. Interconnection graph of the multi-agent network

In this study, we consider a multi-agent network, characterised by directed and
cooperative communications, where the communication weights are unity, and
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the network’s topology remains constant over time. Additionally, we ensure that
no agent communicates with itself, there are no multiple interactions between
any two agents, each agent is influenced by at least one other agent, and the
undirected variant of the network maintains connectivity. This network can be
effectively represented by a graph, with its vertices corresponding to the agents
and edges representing the interactions between agents. This graph is commonly
referred to as the interconnection graph of the network.

Assuming there are N ≧ 2 agents in the network, the adjacency matrix A
of its interconnection graph is an N ×N binary matrix, given by

[

A
]

ij
=

{

1 if there is communication from agent j to agent i,

0 otherwise.

For our convenience, we refer to the network as N and its interconnection graph
as GN.

3. Problem formulation

Let the agents in N update their states over the time interval τ := [ti, tf],
where 0 ≦ ti < tf < +∞, according to a linear and heterogeneous dynamical
framework that encompasses first-order, second-order, and third-order differen-
tial equations. Let m ∈ W be the number of first-order integrator agents, where
0 ≦ m ≦ N , s ∈ W be the number of second-order integrator agents, where
0 ≦ s ≦ N , 0 ≦ m+s ≦ N , and the remaining agents, totalling N −m−s ∈ W,
be the third-order integrator agents, where 0 ≦ N −m− s ≦ N .

Explicitly, the dynamical model governing the state updates of the network’s
agents is provided below:











ẋi(t) = ui(t) for i ∈ Im,

ẋi(t) = vi(t), v̇i(t) = ui(t) for i ∈ Im+s \ Im,

ẋi(t) = vi(t), v̇i(t) = ai(t), ȧi(t) = ui(t) for i ∈ IN \ Im+s.

(1)

In this model, xi(t) ∈ R, vi(t) ∈ R, ai(t) ∈ R, and ui(t) ∈ R represent the
position-like, velocity-like, acceleration-like, and control input, respectively, of
agent i at t ∈ τ . The state updates among agents are realised through two kinds
of neighbour-based control protocols, as described below:
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Figure 1. A typical multi-agent network N: (a) The communication region
is circular, resembling visual communication. (b) The communication region
forms a ∨ shape, resembling verbal communication. (c) The corresponding
interconnection graph GN

ui(t) =



















































































1

|Ni|
∑

j∈Ni

(

xj(t)− xi(t)
)

for i ∈ Im,

1

|Ni|
∑

j∈Ni

(

xj(t)− xi(t)
)

+
1

|Ni|
∑

j∈Ni

(

vj(t)− vi(t)
)

for i ∈ Im+s \ Im,

1

|Ni|
∑

j∈Ni

(

xj(t)− xi(t)
)

+
1

|Ni|
∑

j∈Ni

(

vj(t)− vi(t)
)

+
1

|Ni|
∑

j∈Ni

(

aj(t)− ai(t)
)

for i ∈ IN \ Im+s,

(2)
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or

ui(t) =











































1

|Ni|
∑

j∈Ni

(

xj(t)− xi(t)
)

for i ∈ Im,

1

|Ni|
∑

j∈Ni

(

xj(t)− xi(t)
)

+ vi(t) for i ∈ Im+s \ Im,

1

|Ni|
∑

j∈Ni

(

xj(t)− xi(t)
)

+ vi(t) + ai(t) for i ∈ IN \ Im+s.

(3)

Note that both of these protocols are linear and distributed. In the control
protocol (2), the neighbour-based law for second-order agents involves averaging
feedback from relative velocities, while the neighbour-based law for third-order
agents incorporates the average feedback from relative velocities and relative
accelerations. In control protocol (3), the neighbour-based law for second-order
agents uses feedback from absolute velocities, and for third-order agents, it
utilises feedback from absolute velocities and absolute accelerations.

It is worth noting that similar protocols have been employed in Muni et
al. (2022) to address the controllability problem of consensus in networks un-
der linear homogeneous dynamics, involving only first-order integrator agents.
Interestingly, under both control protocols, (2) and (3), the agents within N

achieve asymptotic consensus in their positions, velocities, and accelerations (as
tf → +∞).

We can present the compact forms of the dynamical system (1) under both
control protocols, (2) and (3). For this purpose, we introduce the following
notations: Denoting the stack vector of the states of all first-order agents as

x(1)(t) :=
[

x1(t) . . . xm(t)
]⊺ ∈ Rm,

the stack vector of the states of all second-order agents as

x(2)(t) :=
[

xm+1(t) . . . xm+s(t)
]⊺ ∈ Rs

&

v(2)(t) :=
[

vm+1(t) . . . vm+s(t)
]⊺ ∈ Rs,

and the stack vector of the states of all third-order agents as

x(3)(t) :=
[

xm+s+1(t) . . . xN (t)
]⊺ ∈ RN−m−s,

v(3)(t) :=
[

vm+s+1(t) . . . vN (t)
]⊺ ∈ RN−m−s,

&

a(3)(t) :=
[

am+s+1(t) . . . aN (t)
]⊺ ∈ RN−m−s.
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With these, the aggregated stack vector of all states of N agents is

x(t)

:=
[

x(1)⊺(t) x(2)⊺(t) v(2)⊺(t) x(3)⊺(t) v(3)⊺(t) a(3)⊺(t)
]⊺ ∈ R3N−2m−s.

Moreover, the random-walk normalised Laplacian matrix of GN can be parti-
tioned as follows:

Lrw(GN) =





P11 P12 P13

P21 P22 P23

P31 P32 P33



 . (4)

It is important to note that this is an N×N matrix comprising only real entries,
and it could be symmetric or asymmetric. Each Pij ∈ Rpi×qj represents the
submatrix of Lrw(GN) corresponding to the rows of ith order agents and the
columns of jth order agents, where i = 1, 2, 3, j = 1, 2, 3, p1 = q1 = m,
p2 = q2 = s, and p3 = q3 = N − m − s. (If there are no j′th order agents for
some j′ = 1, 2, or 3, then Pij′ and Pj′i do not exist for all i = 1, 2, 3.)

With all these considerations, we can represent the compact form of the
system (1) under protocol (2) as follows:

ẋ(t) =























x(1)⊺ x(2)⊺ v(2)⊺ x(3)⊺ v(3)⊺ a(3)⊺

x(1) −P11 −P12 O −P13 O O

x(2) O O Is O O O

v(2) −P21 −P22 −P22 −P23 −P23 O

x(3) O O O O IN−m−s O

v(3) O O O O O IN−m−s

a(3) −P31 −P32 −P32 −P33 −P33 −P33























x(t), t ∈ τ.

(5)

Similarly, under protocol (3), we have:

ẋ(t) =























x(1)⊺ x(2)⊺ v(2)⊺ x(3)⊺ v(3)⊺ a(3)⊺

x(1) −P11 −P12 O −P13 O O

x(2) O O Is O O O

v(2) −P21 −P22 Is −P23 O O

x(3) O O O O IN−m−s O

v(3) O O O O O IN−m−s

a(3) −P31 −P32 O −P33 IN−m−s IN−m−s























x(t), t ∈ τ.

(6)
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It can be shown that, under both of the above dynamical rules, the positions,
velocities, and accelerations of all agents in N will achieve asymptotic consensus.
That is, they will satisfy the following conditions:

lim
t→+∞

|xj(t)− xi(t)| = 0 for all i, j ∈ IN ,

lim
t→+∞

|vj(t)− vi(t)| = 0 for all i, j ∈ IN \ Im,

and

lim
t→+∞

|aj(t)− ai(t)| = 0 for all i, j ∈ IN \ Im+s.

Example 3.1 Consider the network N depicted in Fig. 1. Let agents 1 and 2 be
the first-order integrators, agent 3 be the second-order integrator, while agents
4 and 5 are third-order integrators. This results in

Lrw(GN) =













1 −1/4 −1/4 −1/4 −1/4
−1/3 1 −1/3 0 −1/3
−1/2 −1/2 1 0 0
−1/2 0 0 1 −1/2
−1/3 −1/3 0 −1/3 1













,

so that the compact forms of dynamical system (1) under protocols (2) and (3)
here becomes

ẋ(t) =

x
(1)⊺

x
(2)⊺

v
(2)⊺

x
(3)⊺

v
(3)⊺

a
(3)⊺

x
(1) 



















−1 1/4
1/3 −1

1/4
1/3

O
1/4 1/4
0 1/3

O O






















x
(2) O O I1 O O O

v
(2) 1/2 1/2 −1 −1 O O O

x
(3) O O O O I2 O

v
(3) O O O O O I2

a
(3) 1/2 0

1/3 1/3
O O

−1 1/2
1/3 −1

−1 1/2
1/3 −1

−1 1/2
1/3 −1

x(t), t ∈ τ (7)
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and

ẋ(t) =

x
(1)⊺

x
(2)⊺

v
(2)⊺

x
(3)⊺

v
(3)⊺

a
(3)⊺

x
(1) 





















−1 1/4
1/3 −1

1/4
1/3

O
1/4 1/4
0 1/3

O O






















x
(2) O O I1 O O O

v
(2) 1/2 1/2 −1 I1 O O O

x
(3) O O O O I2 O

v
(3) O O O O O I2

a
(3) 1/2 0

1/3 1/3
O O

−1 1/2
1/3 −1

I2 I2

x(t),

t ∈ τ, (8)

respectively. The corresponding inference diagrams are displayed in Fig. 2.

Now, we classify the agents inN into leaders and followers. Let l (1 ≦ l < N)
be the number of leaders and remaining N − l be the number of followers.
Specifically, we decompose l as l1 + l2 + l3, where l1 is the number of first-order
integrator leaders (0 ≦ l1 ≦ m), l2 is the number of second-order integrator
leaders (0 ≦ l2 ≦ s), and l3 is the number of third-order integrator leaders
(0 ≦ l3 ≦ N −m− s).

To simplify the analysis, we rename the positions of l1 leaders (if l1 6= 0)
as z1(t), . . . , zl1(t) in the increasing order of the original first-order agents’ la-
bels, and their stack vector is defined as z(1)(t) :=

[

z1(t) . . . zl1(t)
]⊺ ∈ Rl1 .

Similarly, for the (m− l1) first-order followers (if m− l1 6= 0), we rename their
positions as y1(t), . . . , ym−l1(t) in the increasing order of the original first-order
agents’ labels and create their stack vector as y(1)(t) :=

[

y1(t) . . . ym−l1(t)
]⊺ ∈

Rm−l1 . We follow a similar relabelling process for second-order integrator lead-
ers, where we rename their positions and velocities

(if l2 6= 0) as zm+1(t), . . . , zm+l2(t) and βm+1(t), . . . , βm+l2(t),

respectively.

The corresponding stack vectors are

z(2)(t) :=
[

zm+1(t) . . . zm+l2(t)
]⊺ ∈ Rl2

and

w(2)(t) :=
[

βm+1(t) . . . βm+l2(t)
]⊺ ∈ Rl2 ,

respectively.
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Figure 2. Inference diagrams for systems (3.1) and (3.1). Directed arrows
connecting two state components, accompanied by the associated factor ‘a’,
indicate the possibility of gathering information about one state by monitoring
another. The concept of creating inference diagrams is further elaborated in Liu
and Barabási (2016)
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For the (s−l2) second-order followers (if s−l2 6= 0), we rename their positions
and velocities as

ym+1(t), . . . , ym+s−l2(t) and αm+1(t), . . . , αm+s−l2(t),

respectively, with corresponding stack vectors

y(2)(t) :=
[

ym+1(t) . . . ym+s−l2(t)
]⊺ ∈ Rs−l2

and

v(2)(t) :=
[

αm+1(t) . . . αm+s−l2(t)
]⊺ ∈ Rs−l2 ,

respectively.

Finally, we relabel the positions, velocities, and accelerations of l3 leaders

(if l3 6= 0) as zm+s+1(t), . . . , zm+s+l3(t), βm+s+1(t), . . . , βm+s+l3(t),

and

δm+s+1(t), . . . , δm+s+l3(t),

respectively. Their stack vectors are defined as

z(3)(t) := [zm+s+1(t) . . . zm+s+l3 ](t)
⊺ ∈ Rl3 ,

w(3)(t) := [βm+s+1(t) . . . βm+s+l3 ](t)
⊺ ∈ Rl3 ,

and

b(3)(t) := [δm+s+1(t) . . . δm+s+l3 ](t)
⊺ ∈ Rl3 ,

respectively.

For the (N −m − s − l3) third-order followers (if N −m − s − l3 6= 0), we
relabel their positions, velocities, accelerations as

ym+s+1(t), . . . , yN−l3(t), αm+s+1(t), . . . , αN−l3(t), and γm+s+1(t), . . . γN−l3(t),

respectively, and their stack vectors are

y(3)(t) :=
[

ym+s+1(t) . . . yN−l3(t)
]⊺ ∈ RN−m−s−l3 ,

v(3)(t) :=
[

αm+s+1(t) . . . αN−l3(t)
]⊺ ∈ RN−m−s−l3 ,

and

a(3)(t) :=
[

γm+s+1(t) . . . γN−l3(t)
]⊺ ∈ RN−m−s−l3 , respectively.
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This systematic relabelling allows us to rephrase the compact forms (5) and
(6) in leader–follower frameworks. These are respectively written as this is
shown in formulae (9) and (10), which are shown, due to their specificity, on
the following separate pages.

Here, Fij ∈ R(pi−li)×(qj−lj) represents the submatrix of Pij , obtained by
omitting the rows corresponding to leaders agreeing with the ith order dynamics
and columns corresponding to leaders, agreeing with the jth order dynamics.
Similarly, Dij ∈ R(pi−li)×(lj) is the submatrix of Pij , obtained by excluding
the rows corresponding to leaders agreeing with the ith order dynamics and
columns corresponding to followers agreeing with the jth order dynamics. Here,
i and j take values from 1 to 3, and we have p1 = q1 = m, p2 = q2 = s, and
p3 = q3 = N −m− s.

Furthermore, f (i) (and also f(i)) ∈ Rli is a vector, whose components rep-
resent right-hand sides of (1) corresponding to the leaders’ positions agreeing
on the ith order dynamics. Similarly, g(i) (alsog(i)) ∈ Rli is a vector whose
components represent the right-hand sides of (1) corresponding to the leaders’

velocities agreeing on the ith order dynamics, and h(i) (alsoh(i)) ∈ Rli is a vec-
tor whose components represent the right-hand sides of (1) corresponding to
the leaders’ accelerations agreeing on the ith order dynamics. Specifically, f (i),
g(i), and h(i) are obtained from (2), while f(i), g(i), and h(i) are obtained from
(3).

We now assume that the states of the leaders (positions, velocities, and ac-

celerations) are not influenced by f (i), g(i), and h(i) (or f(i), g(i), and h(i)),
allowing us to independently regulate their states. In other words, leaders act
as control inputs to the followers’ dynamics. Specifically, we manage the ag-
gregated leader function in a manner that places it within L

2(τ : Rq), where
q := l1 + 2l2 + 3l3 represents the total state components of l leaders. The se-
lection of this permissible space is motivated by the fact that as long as the
aggregated leader function belongs to L

2(τ : Rq), its energy remains finite, en-
suring that the effort required to control the followers’ states is bounded and
manageable.
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Denote by p := (m − l1) + 2(s − l2) + 3(N − m − s − l3) the total state
components of the N − l followers. From (9) and (10), the dynamics of these p
follower states are extracted as follows:
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respectively.

Definition 1 (Controllability) Multi-agent network N is considered leader–
follower controllable in Rp over τ if effective regulation of all q states of leaders
in R, such that the aggregated leader function is contained within L

2(τ : Rq),
enables all p states of followers to transition from any initial values to any de-
sired final values within R over τ , while ensuring that the aggregated follower
function resides within L

2(τ : Rp) and adheres to the dynamics presented in
(11) (or (12)).

It is evident that the leader–follower controllability of N is equivalent to the
controllability of the system (11) (or (12)).

4. Controllability analysis

In this section, we analyse the conditions, under which system (11) (or (12))
is controllable. Since the system is linear time-invariant, we employ Popov-
Belevitch-Hautus rank test (Terrell, 2009), which states that system (11) is
controllable if and only if

rank
[

µIp −A B
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= p (13)

holds good for every µ ∈ C, where
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Figure 3. In the context of Example 3.1, by assigning the agents 1 and 3 as
leaders, the inference diagrams for the corresponding systems (11) and (12) are
displayed here. These diagrams offer insights into the fundamental observation
that, generally, once we partition the agents in N into leaders and followers,
the communications from the followers’ states to the leaders’ states will be lost.
Consequently, the states of followers no longer have an influence on the states
of leaders. Furthermore, there is no intercommunication among the states of
leaders, and the state components of leaders do not self-communicate
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The necessary and sufficient condition for the controllability of the sys-
tem (12) can be written in a similar manner. By performing elementary row
and column operations on

[

µIp −A B
]

, we can transform it into the form

[

∗ O

O ⋆

]

,

which allows us to determine its rank as the sum of ranks of the diagonal blocks
∗ and ⋆. This transformation is demonstrated in the next two pages.

From this last step, we conclude that (13) holds true if and only if for every
µ ∈ C, the following condition is satisfied:

rank

[

µIm−l1 + F11 F12 F13

F21 µ2Is−l2 + (µ+ 1)F22 (µ+ 1)F23

F31 (µ+ 1)F32 µ3IN−m−s−l3 + (µ2 + µ+ 1)F33

D11 D12 O D13 O O

D21 O D22 O D23 O

D31 O D32 O O D33

]

= N − l. (14)

Similarly, the necessary and sufficient condition for the controllability of the
system (12) is as follows:

rank

[

µIm−l1
+ F11 F12 F13 D11 D12 D13

F21 (µ2
− µ)Is−l2

+ F22 F23 D21 D22 D23

F31 F32 (µ3
− µ2

− µ)IN−m−s−l3
+ F33 D31 D32 D33

]

= N − l ∀µ ∈ C. (15)

Theorem 4.1 (Necessary conditions) Suppose that the system (11) (or (12))
is controllable. Then the following conditions hold true for every λ ∈ C:

rank
[

λIm−l1 + F11 F12 F13 D11 D12 D13

]

= m− l1. (16)

rank
[

F21 λIs−l2 + F22 F23 D21 D22 D23

]

= s− l2. (17)

rank
[

F31 F32 λIN−m−s−l3 + F33 D31 D32 D33

]

= N −m− s− l3.
(18)



C
o
n
tro

lla
b
ility

o
f
c
o
n
se
n
su

s
m
u
lti-a

g
e
n
t
n
e
tw

o
rk

s
219

rank [µIp −AB] =
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= rank

[

µIm−l1 + F11 F12 F13 −D11 −D12 O −D13 O O

F21 µ2Is−l2 + (µ+ 1)F22 (µ+ 1)F23 −D21 O −D22 O −D23 O

F31 (µ+ 1)F32 µ3IN−m−s−l3 + (µ2 + µ+ 1)F33 −D31 O −D32 O O −D33

]

+(s− l2) + 2(N −m− s− l3).
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Proof It is sufficient to demonstrate the validity of the above conditions only
for λ ∈ σ(−Fii), i = 1, 2, 3, under the hypothesis that system (11) (or (12)) is
controllable. This is because for all other λ ∈ C, the matrix λI+Fii, i = 1, 2, 3,
possesses full rank, so that the three conditions naturally hold true, irrespective
of whether the system (11) (or (12)) is controllable or uncontrollable. We will
now proceed to prove the necessity of these conditions for the controllability of
the system (11) through a contrapositive argument. The proof will be similar
to that for the system (12).

(i) To demonstrate the necessity of condition (16). Suppose that for a certain
λ ∈ σ(−F11), let’s say λ = λ1, we have

0 ≦ rank
[

λ1Im−l1 + F11 F12 F13 D11 D12 D13

]

< m− l1.

Then the controllability condition (14) is violated for µ = λ1, implying
that the system (11) is uncontrollable.

(ii) To demonstrate the necessity of condition (17), suppose for a certain λ ∈
σ(−F22), say λ = λ2, we have

0 ≦ rank
[

F21 λ2Is−l2 + F22 F23 D21 D22 D23

]

< s− l2.

Now, if we set µ :=
λ2±

√
λ2
2+4λ2

2 , then µ ∈ C, µ 6= −1, and λ2 = µ2

µ+1 .

Then the above inequality becomes:

0 ≦ rank
[

F21
µ2

µ+1Is−l2 + F22 F23 D21 D22 D23

]

< s− l2,

which, through elementary column operations, reduces to:

0 ≦ rank
[

F21 µ2Is−l2 + (µ+ 1)F22 (µ+ 1)F23 D21 D22 D23

]

< s− l2.

This is the violation of the controllability condition (14) for µ =
λ2±

√
λ2
2+4λ2

2 .
Therefore, system (11) is uncontrollable.

(iii) To demonstrate the necessity of condition (18). As usual, suppose for a
certain λ ∈ σ(−F33), say λ = λ3, we have:

0 ≦ rank
[

F31 F32 λ3IN−m−s−l3 + F33 D31 D32 D33

]

< N −m− s− l3.

Consider the polynomial equation in µ: µ3 − (λ3)µ
2 − (λ3)µ − λ3 = 0.

Select one of the zeros of this equation that is not equal to −1, let’s
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call it µ0. The existence of such µ0 is always guaranteed for any value of
λ3 ∈ σ(−F33). (The solution set of this polynomial equation is {−1, i, −i}
if and only if λ3 = −1, and in this case µ0 can be either i or −i. For
λ3( 6= −1) ∈ σ(−F33), we observe that none of the zeros of this polynomial
equation is equal to −1, and in this case µ0 can be any one of the three

zeros.) Clearly, µ0 ∈ C, µ0 6= ω, ω2 (here, ω = −1+i
√
3

2 is one of the

cube roots of unity), and λ3 =
µ3
0

µ2
0+µ0+1

. With this, the above inequality

reduces to:

0 ≦ rank
[

F31 F32
µ3
0

µ2
0+µ0+1

IN−m−s−l3 + F33 D31 D32 D33

]

< N −m− s− l3.

Now, using elementary column operations, we get:

0 ≦

rank
[

F31 (µ0 + 1)F32 µ
3
0 IN−m−s−l3 + (µ2

0 + µ0 + 1)F33 D31 D32 D33

]

< N −m− s− l3.

This shows the violation of the controllability condition (14) for µ = µ0 ∈
C. Therefore, the system (11) is uncontrollable.

Corollary 4.1 (Necessary conditions) If system (11) (or (12)) is con-
trollable, the following statements hold true:

(i) No eigenvector of F⊺

11 is simultaneously orthogonal to all the columns of
the matrix

[

F12 F13 D11 D12 D13

]

.
(ii) No eigenvector of F⊺

22 is simultaneously orthogonal to all the columns of
the matrix

[

F21 F23 D21 D22 D23

]

.
(iii) No eigenvector of F⊺

33 is simultaneously orthogonal to all the columns of
the matrix

[

F31 F32 D31 D32 D33

]

.

Proof We will demonstrate that the above statements are equivalent to the
conditions (16)–(18) in Theorem 4.1. The proof of this corollary follows auto-
matically.

To show that condition (16) is equivalent to statement (i):

(Necessity): Suppose that condition (16) holds, i.e.,

rank
[

λIm−l1 + F11 F12 F13 D11 D12 D13

]

= m− l1,

for every λ ∈ C. This implies that the linear operator,
[

λIm−l1 + F11 F12 F13 D11 D12 D13

]

: CN → Cm−l1
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possesses full rank = m− l1 for every λ ∈ C. This is possible if and only if the
transpose operator,

[

λIm−l1 + F11 F12 F13 D11 D12 D13

]⊺

: Cm−l1 → CN

possesses full rank = m− l1 for every λ ∈ C. This is equivalent to writing that
the following homogeneous linear system of equations:

















λIm−l1 + F
⊺

11

F
⊺

12

F
⊺

13

D
⊺

11

D
⊺

12

D
⊺

13

















θ = 0 ∈ CN ,

possesses only the trivial solution θ = 0 ∈ Cm−l1 for every λ ∈ C. This means
that the only (common) solution to the following infinite set of homogeneous
equations:















































(λIm−l1 + F
⊺

11)θ = 0 ∈ Cm−l1 , λ ∈ C,

F
⊺

12θ = 0 ∈ Cs−l2 ,

F
⊺

13θ = 0 ∈ CN−(m+s)−l3 ,

D
⊺

11θ = 0 ∈ Cl1 ,

D
⊺

12θ = 0 ∈ Cl2 ,

D
⊺

13θ = 0 ∈ Cl3

(†)

is θ = 0. This requirement can be restated in terms of the eigenvectors of
F

⊺

11. Observe that for all λ /∈ σ(−F11), the zero vector is the only (common)
solution to the infinite set of equations in (†). (For in this case, the operator
(λIm−l1+F

⊺

11) : C
m−l1 → Cm−l1 possesses full rank = m−l1, and hence the only

solution to (µIm−l1 + F
⊺

11)θ = 0 is θ = 0; this zero solution obviously satisfies
the remaining equations of (†), and, accordingly, the only (common) solution to
the infinite set of equations in (†) is zero.) Therefore, we will focus only on the
case when λ ∈ σ(−F11). In this case, the equation (λIm−l1+F

⊺

11)θ = 0 ∈ Cm−l1

means that θ ∈ E−λ(F11).

Now, the only (common) solution to the infinite set of equations in (†) will
be zero if and only if:

E−λ(F
⊺

11) ∩N(F⊺

12) ∩N(F⊺

13) ∩N(D⊺

11) ∩N(D⊺

12) ∩N(D⊺

13) = {0} $ Cm−l1

(19)

for every λ ∈ σ(−F11). All the nonzero elements of E−λ(F
⊺

11) are the eigen-
vectors of F⊺

11 corresponding to its eigenvalue −λ. So, condition (19) means
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that no eigenvector of F⊺

11 belongs to N(F⊺

12), N(F⊺

13), N(D⊺

11), N(D⊺

12), and
N(D⊺

13) simultaneously. In other words, no eigenvector of F⊺

11 is simultaneously
orthogonal to all the columns in the matrix

[

F12 F13 D11 D12 D13

]

.

(Sufficiency) By contrapositive. Suppose there exists a λ ∈ C, say λ = λ′ such
that

0 ≦ rank
[

λ′Im−l1 + F11 F12 F13 D11 D12 D13

]

< m− l1.

Because a linear operator and its transpose possess the same rank, the operator:

[

λ′Im−l1 + F11 F12 F13 D11 D12 D13

]⊺

: Cm−l1 → CN

also possesses rank < m−l1, and is equivalent to asserting that the homogeneous
system:

















λ′Im−l1 + F
⊺

11

F
⊺

12

F
⊺

13

D
⊺

11

D
⊺

12

D
⊺

13

















θ = 0 ∈ CN

has at least one nonzero solution (in addition to the zero solution), say θ = θ′ ∈
Cm−l1 \ {0}. This means that the following system of homogeneous equations:















































(λ′Im−l1 + F
⊺

11)θ = 0 ∈ Cm−l1 ,

F
⊺

12θ = 0 ∈ Cs−l2 ,

F
⊺

13θ = 0 ∈ CN−m−s−l3 ,

D
⊺

11θ = 0 ∈ Cl1 ,

D
⊺

12θ = 0 ∈ Cl2 ,

D
⊺

13θ = 0 ∈ Cl3

(‡)

possesses a nonzero solution θ′ in addition to the zero solution. In other words,

E−λ′(F⊺

11) ∩N(F⊺

12) ∩N(F⊺

13) ∩N(D⊺

11) ∩N(D⊺

12) ∩N(D⊺

13)

contains θ′. This means that θ′ is the eigenvector of F⊺

11 corresponding to its
eigenvalue −λ′ and belonging to N(F⊺

12), N(F⊺

13), N(D⊺

11), N(D⊺

12), and N(D⊺

13).
In other words, θ′ is simultaneously orthogonal to all the columns of the matrix
[

F12 F13 D11 D12 D13

]

.

The proof that condition (17) is equivalent to statement (ii) and condi-
tion (18) is equivalent to the statement (iii) follows a similar logic.
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Remark 4.1 Suppose GN is bidirectional such that each vertex has the same
in-degree. In that case, Lrw(G) will be symmetric, making all Mijs, and conse-
quently, all Fijs and Dijs symmetric as well. As a result, the necessary condi-
tions in Corollary 4.1 become equivalent to the following:

(i) No eigenvector of F11 is simultaneously orthogonal to all the columns of
the matrix

[

F12 F13 D11 D12 D13

]

.
(ii) No eigenvector of F22 is simultaneously orthogonal to all the columns of

the matrix
[

F21 F23 D21 D22 D23

]

.
(iii) No eigenvector of F33 is simultaneously orthogonal to all the columns of

the matrix
[

F31 F32 D31 D32 D33

]

.

Remark 4.2 We refer to F :=





F11 F12 F13

F21 F22 F23

F31 F32 F33



 and D :=





D11 D12 D13

D21 D22 D23

D31 D32 D33





as the follower matrix and leader matrix of N, respectively. We also refer to the
matrix pair (F, D) as the communication topology of N.

5. Illustrative examples

In this section, we demonstrate the effectiveness of the derived theoretical results
through illustrative examples.

Example 5.1 The purpose of this example is to validate Theorem 4.1 (or Corol-
lary 4.1). Figure 4 displays the interconnection graph of a multi-agent network.
Let {1, 2, 3, 4} be the set of first-order integrator agents, {5, 6, 7} be the set of

1

2

3

4

5

6

7

8

9

10

Figure 4. Interconnection graph of the multi-agent network in Example 5.1
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second-order integrator agents, and {8, 9, 10} be the set of third-order integra-
tor agents. Let 4, 7, 9, and 10 be the leaders, while the rest of the agents are
followers. The random-walk normalised Laplacian of the interconnection graph
is given by

Lrw =

=





























1 −1/2 −1/2 0 0 0 0 0 0 0
−1/4 1 −1/4 −1/4 −1/4 0 0 0 0 0
−1/3 −1/3 1 0 −1/3 0 0 0 0 0

0 −1/2 0 1 0 −1/2 0 0 0 0

0 −1/4 −1/4 0 1 0 −1/4 −1/4 0 0
0 0 0 −1/2 0 1 0 0 −1/2 0
0 0 0 0 −1/4 0 1 −1/4 −1/4 −1/4

0 0 0 0 −1/2 0 −1/2 1 0 0
0 0 0 0 0 −1/2 −1/2 0 1 0
0 0 0 0 0 0 −1 0 0 1





























.

From this, we obtain Fij and Dij as follows:

F11 =





1 −1/2 −1/2
−1/4 1 −1/4
−1/3 −1/3 1



 , F12 =





0 0
−1/4 0
−1/3 0



 , F13 =





0
0
0



 ,

F21 =

[

0 −1/4 −1/4
0 0 0

]

, F22 =

[

1 0
0 1

]

, F23 =

[

−1/4
0

]

,

F31 =
[

0 0 0
]

, F32 =
[

−1/2 0
]

, F33 =
[

1
]

;

D11 =





0
−1/4

0



 , D12 =





0
0
0



 , D13 =





0 0
0 0
0 0



 ,

D21 =

[

0
−1/2

]

, D22 =

[

−1/4
0

]

, D23 =

[

0 0
−1/2 0

]

,

D31 =
[

0
]

, D32 =
[

−1/2
]

,

and

D33 =
[

0 0
]

.

The computation of the matrices in (14) and (15) yields the forms that can
be seen on the following page, respectively, both of which possess full row rank
= 6 = (10− 4) = N − l for every µ ∈ C.

This means that the network is leader–follower controllable under both proto-
cols (2) and (3).
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















(µ+ 1) −1/2 −1/2 0 0 0 0 0 0 0 0 0 0 0 0
−1/4 (µ+ 1) −1/4 −1/4 0 0 −1/4 0 0 0 0 0 0 0 0
−1/3 −1/3 (µ+ 1) −1/3 0 0 0 0 0 0 0 0 0 0 0

0 −1/4 −1/4 (µ2 + µ+ 1) 0 (−1/4)(µ+ 1) 0 0 −1/4 0 0 0 0 0 0
0 0 0 0 (µ2 + µ+ 1) 0 −1/2 0 0 0 0 −1/2 0 0 0
0 0 0 (−1/2)(µ+ 1) 0 (µ3 + µ2 + µ+ 1) 0 0 −1/2 0 0 0 0 0 0

















and















(µ+ 1) −1/2 −1/2 0 0 0 0 0 0 0
−1/4 (µ+ 1) −1/4 −1/4 0 0 −1/4 0 0 0
−1/3 −1/3 (µ+ 1) −1/3 0 0 0 0 0 0

0 −1/4 −1/4 (µ2
− µ+ 1) 0 −1/4 0 −1/4 0 0

0 0 0 0 (µ2
− µ+ 1) 0 −1/2 0 −1/2 0

0 0 0 −1/2 0 (µ3
− µ2

− µ+ 1) 0 −1/2 0 0















.
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Next, we can see that:

rank
[

λI3 + F11 F12 F13 D11 D12 D13

]

= rank





λ+ 1 −1/2 −1/2 0 0 0 0 0 0 0
−1/4 λ+ 1 −1/4 −1/4 0 0 −1/4 0 0 0
−1/3 −1/3 1 −1/3 0 0 0 0 0 0



 = 3,

rank
[

F21 λI2 + F22 F23 D21 D22 D23

]

= rank

[

0 −1/4 −1/4 λ+ 1 0 −1/4 0 −1/4 0 0
0 0 0 0 λ+ 1 0 −1/2 0 −1/2 0

]

=2,

rank
[

F31 F32 λI1 + F33 D31 D32 D33

]

= rank
[

0 0 0 −1/2 0 λ+ 1 0 −1/2 0 0
]

= 1,

for all λ ∈ C, showing the validity of the necessary conditions (16)–(18) for
controllability. Similarly, the statements in Corollary 4.1 can be verified.

Example 5.2 This example aims to illustrate that the converse of Theorem 4.1
or Corollary 4.1 is not necessarily true. The example demonstrates that system
(11) is uncontrollable, despite the conditions in Theorem 4.1 and Corollary 4.1
being valid. A similar example can be constructed for system (12). Figure 5
depicts the interconnection graph of a multi-agent network.

1 2

3

4

5

6 7

Figure 5. Interconnection graph of the multi-agent network in Example 5.2

Let {1, 2, 3} be the set of first-order integrator agents, {4, 5} be the set of
second-order integrator agents, and {6, 7} be the set of third-order integrator
agents. Let 3 and 5 be the leaders, while the rest of the agents are followers.
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The random-walk normalised Laplacian of the interconnection graph is given by:

Lrw =





















1 0 −1/2 −1/2 0 0 0
0 1 0 −1/2 −1/2 0 0

−1/2 0 1 0 0 −1/2 0
−1/4 −1/4 0 1 0 −1/4 −1/4
0 −1/2 0 0 1 0 −1/2
0 0 −1/2 −1/2 0 1 0
0 0 0 −1/2 −1/2 0 1





















.

From this, we obtain Fij and Dij as follows:

F11 =

[

1 0
0 1

]

, F12 =

[

−1/2
−1/2

]

, F13 =

[

0 0
0 0

]

,

F21 =
[

−1/4 −1/4
]

, F22 =
[

1
]

, F23 =
[

−1/4 −1/4
]

,

F31 =

[

0 0
0 0

]

, F32 =

[

−1/2
−1/2

]

, F33 =

[

1 0
0 1

]

;

D11 =

[

−1/2
0

]

, D12 =

[

0
−1/2

]

, D21 =
[

0
]

, D22 =
[

0
]

, D31 =

[

−1/2
0

]

,

and D32 =

[

0
−1/2

]

.

Conditions (16)–(18) give:

rank
[

λI2 + F11 F12 F13 D11 D12 D13

]

= rank

[

λ+ 1 0 −1/2 0 0 −1/2 0
0 λ+ 1 −1/2 0 0 0 −1/2

]

= 2,

rank
[

F21 λI1 + F22 F23 D21 D22 D23

]

= rank
[

−1/4 −1/4 λ+ 1 −1/4 −1/4 0 0
]

= 1,

rank
[

F31 F32 λI2 + F33 D31 D32 D33

]

= rank

[

0 0 −1/2 λ+ 1 0 −1/2 0
0 0 −1/2 0 λ+ 1 0 −1/2

]

= 2,

for every λ ∈ C, showing the validity of conditions in Theorem 4.1 (and hence
of Corollary 4.1). However, we find that the matrix in (14) becomes:
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











(µ+ 1) 0 −1/2 0 0
0 (µ+ 1) −1/2 0 0

−1/4 −1/4 (µ2 + µ+ 1) −1/4(µ+ 1) −1/4(µ+ 1)
0 0 −1/2(µ+ 1) (µ3 + µ2 + µ+ 1) 0
0 0 −1/2(µ+ 1) 0 (µ3 + µ2 + µ+ 1)

−1/2 0 0
0 −1/2 0
0 0 0

−1/2 0 0
0 0 −1/2













and it is rank-deficient for certain µ ∈ C, for example when µ = −1. This
means that the multi-agent network is not leader–follower controllable under the
protocol (2).

Example 5.3 This example illustrates the fact that system (11) and (12) can
be controllable without requiring the communication topology of the network to
be controllable. The interconnection graph of the multi-agent network is depicted
in Fig. 6.

1 2

3

4 5

67

8 9

10

11 12

Figure 6. Interconnection graph of the multi-agent network in Example 5.3

Let {1, 2, 3, 4} constitute the set of first-order integrator agents, {5, 6, 7, 8, 9}
the set of second-order integrator agents, and {10, 11, 12} the set of third-order
integrator agents. Suppose 1, 3, 5, 8, and 12 are the leaders, while the rest act as
followers. The random-walk normalised Laplacian matrix of the interconnection
graph is given by:
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Lrw =









































1 −1/2 0 0 0 0 −1/2 0 0 0 0 0
−1/4 1 −1/4 −1/4 0 0 −1/4 0 0 0 0 0

0 −1/2 1 −1/2 0 0 0 0 0 0 0 0
0 −1/4 −1/4 1 −1/4 −1/4 0 0 0 0 0 0
0 0 0 −1/2 1 −1/2 0 0 0 0 0 0
0 0 0 −1/4 −1/4 1 0 0 0 0 −1/4 −1/4

−1/4 −1/4 0 0 0 0 1 −1/4 −1/4 0 0 0
0 0 0 0 0 0 −1/2 1 −1/2 0 0 0
0 0 0 0 0 0 −1/4 −1/4 1 −1/4 −1/4 0
0 0 0 0 0 0 0 0 −1/2 1 −1/2 0
0 0 0 0 0 −1/4 0 0 −1/4 −1/4 1 −1/4
0 0 0 0 0 −1/2 0 0 0 0 −1/2 1









































.
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From this, we obtain Fij and Dij as follows:

F11 =

[

1 −1/4
−1/4 1

]

, F12 =

[

0 −1/4 0
−1/4 0 0

]

, F13 =

[

0 0
0 0

]

,

F21 =





0 −1/4
−1/4 0

0 0



 , F22 =





1 0 0
0 1 −1/4
0 −1/4 1



 , F23 =





0 −1/4
0 0

−1/4 −1/4



 ,

F31 =

[

0 0
0 0

]

, F32 =

[

0 0 −1/2
−1/4 0 −1/4

]

, F33 =

[

1 −1/2
−1/4 1

]

;

D11 =

[

−1/4 −1/4
0 −1/4

]

, D12 =

[

0 0
−1/4 0

]

, D13 =

[

0
0

]

, D21 =





0 0
−1/4 0

0 0



 ,

D22 =





−1/4 0
0 −1/4
0 −1/4



 , D23 =





−1/4
0
0



 , D31 =

[

0 0
0 0

]

, D32 =

[

0 0
0 0

]

,

and

D33 =

[

0
−1/4

]

,

so that

F =





















1 −1/4 0 −1/4 0 0 0
−1/4 1 −1/4 0 0 0 0

0 −1/4 1 0 0 0 −1/4
−1/4 0 0 1 −1/4 0 0

0 0 0 −1/4 1 −1/4 −1/4
0 0 0 0 −1/2 1 −1/2
0 0 −1/4 0 −1/4 −1/4 1





















and

D =





















−1/4 −1/4 0 0 0
0 −1/4 −1/4 0 0
0 0 −1/4 0 −1/4

−1/4 0 0 −1/4 0
0 0 0 −1/4 0
0 0 0 0 0
0 0 0 0 −1/4





















.



C
o
n
tro

lla
b
ility

o
f
c
o
n
se
n
su

s
m
u
lti-a

g
e
n
t
n
e
tw

o
rk

s
233

One can easily check that the communication topology (F, D) is uncontrollable. Furthermore, the computation of
matrices in (14) and (15), respectively, gives:





















µ+ 1 −1/4 0 −1/4 0 0 0 −1/4
−1/4 µ+ 1 −1/4 0 0 0 0 0

0 −1/4 µ2 + µ+ 1 0 0 0 (−1/4)(µ+ 1) 0
−1/4 0 0 µ2 + µ+ 1 (−1/4)(µ+ 1) 0 0 −1/4

0 0 0 (−1/4)(µ+ 1) µ2 + µ+ 1 (−1/4)(µ+ 1) (−1/4)(µ+ 1) 0
0 0 0 0 (−1/2)(µ+ 1) µ3 + µ2 + µ+ 1 (−1/2)(µ2 + µ+ 1) 0
0 0 (−1/4)(µ+ 1) 0 (−1/4)(µ+ 1) (−1/4)(µ2 + µ+ 1) µ3 + µ2 + µ+ 1 0

−1/4 0 0 0 0 0 0 0
−1/4 −1/4 0 0 0 0 0 0

0 0 0 −1/4 0 0 −1/4 0
0 0 0 0 −1/4 0 0 0
0 0 0 0 −1/4 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −1/4




















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.
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G
.
J
.
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and





















µ+ 1 −1/4 0 −1/4 0 0
−1/4 µ+ 1 −1/4 0 0 0

0 −1/4 µ2 − µ+ 1 0 0 0
−1/4 0 0 µ2 − µ+ 1 −1/4 0

0 0 0 −1/4 µ2 − µ+ 1 −1/4
0 0 0 0 −1/2 µ3 − µ2 − µ+ 1
0 0 −1/4 0 −1/4 −1/4

0 −1/4 −1/4 0 0 0
0 0 −1/4 −1/4 0 0

−1/4 0 0 −1/4 0 −1/4
0 −1/4 0 0 −1/4 0

−1/4 0 0 0 −1/4 0
−1/2 0 0 0 0 0

µ3 − µ2 − µ+ 1 0 0 0 0 −1/4





















,
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both of which possess the full row rank = 7 = (12 − 5) = N − l for any µ ∈ C.
This means that the network is leader–follower controllable under both protocols,
(2) and (3).

Example 5.4 This example illustrates that the system (11) and (12) can be
controllable even when each of the pairs (Fii, Dii) for i = 1, 2, 3 is uncontrol-
lable. The interconnection graph of the multi-agent network is plotted in Fig. 7.
Let {1, 2, 3} be the set of first-order integrator agents, {4, 5, 6} be the set of

1

2

3

4

56

7

8

9

Figure 7. Interconnection graph of the multi-agent network in Example 5.4

second-order integrator agents, and {7, 8, 9} be the set of third-order integrator
agents. Suppose 3, 6, and 9 are the leaders and the remaining are followers. The
random-walk normalised Laplacian of the interconnection graph is given by:

Lrw =





























1 0 −1/4 −1/4 0 0 −1/4 0 −1/4
0 1 −1/4 0 −1/4 0 0 −1/4 −1/4

−1/4 −1/4 1 0 0 −1/4 0 −1/4 0
−1/4 0 0 1 −1/4 −1/4 0 −1/4 0
0 −1/4 0 −1/4 1 −1/4 −1/4 0 0
0 0 −1/4 −1/4 −1/4 1 −1/4 0 0

−1/4 0 0 0 −1/4 −1/4 1 0 −1/4
0 −1/4 −1/4 −1/4 0 0 0 1 −1/4

−1/4 −1/4 0 0 0 0 −1/4 −1/4 1





























,

from which we obtain Fij and Dij as follows:
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F11 =

[

1 0
0 1

]

, F12 =

[

−1/4 0
0 −1/4

]

,

F13 =

[

−1/4 0
0 −1/4

]

,

F21 =

[

−1/4 0
0 −1/4

]

,

F22 =

[

1 −1/4
−1/4 1

]

, F23 =

[

0 −1/4
−1/4 0

]

,

F31 =

[

−1/4 0
0 −1/4

]

,

F32 =

[

0 −1/4
−1/4 0

]

, F33 =

[

1 0
0 1

]

;

D11 =

[

−1/4
−1/4

]

, D12 =

[

0
0

]

,

D13 =

[

−1/4
−1/4

]

,

D21 =

[

0
0

]

, D22 =

[

−1/4
−1/4

]

,

D23 =

[

0
0

]

,

D31 =

[

0
−1/4

]

, D32 =

[

−1/4
0

]

,

and

D33 =

[

−1/4
−1/4

]

.

One can easily check that (F11, D11), (F22, D22), and (F33, D33) are uncon-
trollable. However, the computation of the matrices in (14) and (15) gives
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















(µ+ 1) 0 −1/4 0 −1/4 0 −1/4 0 0 −1/4 0 0
0 (µ+ 1) 0 −1/4 0 −1/4 −1/4 0 0 −1/4 0 0

−1/4 0 (µ2 + µ+ 1) (−1/4)(µ+ 1) 0 (−1/4)(µ+ 1) 0 0 −1/4 0 0 0
0 −1/4 (−1/4)(µ+ 1) (µ2 + µ+ 1) (−1/4)(µ+ 1) 0 0 0 −1/4 0 0 0

−1/4 0 0 (−1/4)(µ+ 1) (µ3 + µ2 + µ+ 1) 0 0 0 −1/4 0 0 −1/4
0 −1/4 (−1/4)(µ+ 1) 0 0 (µ3 + µ2 + µ+ 1) −1/4 0 0 0 0 −1/4

















and

















(µ+ 1) 0 −1/4 0 −1/4 0 −1/4 0 −1/4
0 (µ+ 1) 0 −1/4 0 −1/4 −1/4 0 −1/4

−1/4 0 (µ2 − µ+ 1) −1/4 0 −1/4 0 −1/4 0
0 −1/4 −1/4 (µ2 − µ+ 1) −1/4 0 0 −1/4 0

−1/4 0 0 −1/4 (µ3 − µ2 − µ+ 1) 0 0 −1/4 −1/4
0 −1/4 −1/4 0 0 (µ3 − µ2 − µ+ 1) −1/4 0 −1/4

















,
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respectively, and both possesses the full row-rank = 6 = (9 − 3) = N − l for
every µ ∈ C. Hence we conclude that the network is leader–follower controllable
under both the protocols, (2) and (3).

Example 5.5 This example demonstrates that the systems (11) and (12) can be
uncontrollable even when each of (Fii, Dii) for i = 1, 2, 3 is controllable. Fig-
ure 8 depicts the interconnection graph of the multi-agent network. Let {1, 2, 3}

1 2 3

4 5

67

8

Figure 8. Interconnection graph of the multi-agent network in Example 5.5

be the set of first-order integrator agents, {4, 5, 6} be the set of second-order in-
tegrator agents, and {7, 8} be the set of third-order integrator agents. Suppose 1
and 4 are the leaders, and the remaining agents are followers. The random-walk
normalised Laplacian of the interconnection graph is given by:

Lrw =

























1 0 0 0 0 0 −1 0
−1/4 1 −1/4 −1/4 0 0 0 −1/4

0 −1 1 0 0 0 0 0
0 −1/2 0 1 0 −1/2 0 0
0 0 0 0 1 −1 0 0
0 0 0 −1/2 −1/2 1 0 0

−1 0 0 0 0 0 1 0
0 −1 0 0 0 0 0 1

























,
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from which we obtain Fij and Dij as follows:

F11 =

[

1 −1/4
−1 1

]

, F12 =

[

0 0
0 0

]

,

F13 =

[

0 −1/4
0 0

]

, F21 =

[

0 0
0 0

]

,

F22 =

[

1 −1
−1/2 1

]

, F23 =

[

0 0
0 0

]

,

F31 =

[

0 0
−1 0

]

, F32 =

[

0 0
0 0

]

,

F33 =

[

1 0
0 1

]

;

D11 =

[

−1/4
0

]

, D12 =

[

−1/4
0

]

,

D21 =

[

0
0

]

, D22 =

[

0
−1/2

]

,

D31 =

[

−1
0

]

,

and

D32 =

[

0
0

]

.

It can be easily verified that both (F11, D11) and (F22, D22) are control-
lable. (Since D33 does not exist, there is no need to check the controllability of
(F33, D33).) However, the computation of the matrices in (14) and (15) yields
the following matrices:
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















(µ+ 1) −1/4 0 0 0 −1/4 −1/4 −1/4 0
−1 (µ+ 1) 0 0 0 0 0 0 0
0 0 (µ2 + µ+ 1) −(µ+ 1) 0 0 0 0 0
0 0 (−1/2)(µ+ 1) (µ2 + µ+ 1) 0 0 0 0 −1/2
0 0 0 0 (µ3 + µ2 + µ+ 1) 0 −1 0 0

−1 0 0 0 0 (µ3 + µ2 + µ+ 1) 0 0 0

















and

















(µ+ 1) −1/4 0 0 0 −1/4 −1/4 −1/4
−1 (µ+ 1) 0 0 0 0 0 0
0 0 (µ2 − µ+ 1) −1 0 0 0 0
0 0 −1/2 (µ2 − µ+ 1) 0 0 0 −1/2
0 0 0 0 (µ3 − µ2 − µ+ 1) 0 −1 0

−1 0 0 0 0 (µ3 − µ2 − µ+ 1) 0 0

















,
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respectively, and both are rank-deficient for certain µ ∈ C (for instance when
µ = −1). Hence, this network is not leader–follower controllable under both of
the protocols, (2) and (3).

6. Concluding remarks

In this study, we have examined a multi-agent network with a directed, un-
weighted, cooperative, and time-invariant communication topology. The agents
in this network follow a diverse set of linear dynamics, including first-, second-,
and third-order ordinary differential equations on a continuous time scale. Two
different kinds of neighbour-based linear distributed control protocols are in-
troduced: one utilising average feedback from relative velocities/relative accel-
erations, while the other utilising feedback from absolute velocities/absolute
accelerations. The dynamical rule exploits the random-walk normalised Lapla-
cian matrix of the network’s graph, resulting in the agents achieving asymptotic
consensus in their states (positions, velocities, and accelerations).

Subsequently, we have conducted an analysis of leader–follower controlla-
bility within the network by categorising the agents as leaders and followers.
Leaders are defined as agents whose states are independently regulated within
an admissible space L

2(·), while followers are subject to the direct influence of
leaders. Utilising the PBH rank criterion, we have derived easily verifiable neces-
sary and sufficient algebraic tests to assess the controllability of followers’ states
through the leaders. Furthermore, we have established necessary controllability
conditions in terms of eigenvalues and eigenvectors of system matrices. This is
illustrated with an example showing that network’s leader - follower controlla-
bility remains achievable even when the communication topology of the network
itself is not controllable. We have presented several numerical examples to sup-
port our theoretical results. The inference diagrams offer deeper insights into
how leader-follower interactions impact network controllability within the leader
- follower framework.

It is worth noting that our results have broad applicability, as the control-
lability conditions we have developed can be extended to scenarios involving
not only the case of heterogeneous networks comprising first- and second-order,
or first- and third-order, or second- and third-order integrator agents, but also
the case of homogeneous variants of N, consisting only of first-order or only of
second-order or only of third-order integrator agents.

Our proposed model has certain limitations. For instance, in this study, we
assumed that all communication weights are set to unity. In many real-life sce-
narios, network models incorporate arbitrary weights, including negative ones,
reflecting both cooperative and competitive communications. In such cases, our
proposed model may exhibit instability. Furthermore, our research exclusively
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considers a time-invariant communication topology, which is one of its limita-
tions. Future investigations may encompass scenarios involving time-varying
communication topologies. Generalising our research to high-order dynamical
systems holds theoretical significance. Additionally, exploring the discrete-time
variant of the proposed model for consensus analysis and leader–follower con-
trollability is a promising avenue. Considering these aspects, there is ample
room for further research building upon our work.
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