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Abstract. The paper discusses the method of examining the homogeneity of sequences of random 
variables including testing the normality of multivariate random variables as well as testing the equality 
of many expected values and testing the equality of many covariance matrices. some results of application 
of the method to study the homogeneity of sequences of multivariate gaussian random variables have 
been presented.
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1. Introduction

Many methods of mathematical statistics require making an assumption that 
the observations are realizations of homogeneous sequences of gaussian random 
variables. This assumption is of particular importance in the analysis of correlation 
and regression, the discriminant analysis, the factor analysis, and the analysis 
of variance [1, 4, 10, 23, 30, 32]. 

The concept of homogeneity of sequences of multivariate random variables has 
many interpretations in mathematical statistics. The most important are the concept 
of homogeneity due to the expected value and the concept of homogeneity on account 
of the covariance matrix. The work has been devoted to discussing the most common 
used methods for testing the multivariate normal random variables (section 4), 
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14 Z. Wesołowski

of methods for testing the equality of several expected values (section 5) and 
of methods for testing the equality of several covariance matrices (section 6). Testing 
has been carried out on the basis of results of statistical survey (section 2). The survey 
is conducted based on the plan formulated this way in order to ensure the required 
accuracy of estimating expected values from observations (point 3).

Let us enter markings:   — the set of natural numbers, 


 — the set 
of real numbers, [ )0 0,= ∞ ⊂  , x  — the norm of the vector x, F(m, n) — 
the F-distribution with the pair (m, n), ( , )m n ∈ , degree of freedom, ( )2 k  
— the chi-square distribution with k ( )k ∈  degree of freedom, N(0, 1) — 
the standard normal distribution, ( ),N  Γ  — the multivariate normal distribution 
with the expected value 1p ×∈  and the covariance matrix p p×Γ ∈ .

2. Statistical Survey

Let X = {X1, …, Xk} be a studied general population, where Xi is a statistical 
unit, for i = 1,…, k, k ∈ . Let us suppose the population X is examined on account 
of a certain measurable statistical characteristic p∈x  . 

Let us consider the statistical survey E = {e1, …, ek} compound of many 
experiments ei, i ∈K, where K = {1, …, k} is a set of numbers of experiments. 
The experiment ei relies on the multiple registrations of values of the statistical 
characteristic x observed in the statistical unit Xi. 

Let,

 
1 2

1 2

k
E

k

e e e
P

n n n
 

=  
 





 (1)

be a discrete plan of the survey E, where ni is the number of repetitions of the expe-
riment ei, for i ∈K.

The matrix 1[ , , ] i

i

p n
i i in

×= ∈X x x   is called the result of the experiment 

ei (or sample), where 
1

1[ , , ]
p

T p
ij ij ijx x ×= ∈x    is the value of the examined 

statistical characteristic x registered within the j-th execution of the experiment ei 
(or observation). Let Mi = {1, …, ni} be a set of numbers of components of sample 
Xi. The matrix 1[ , , ] p n

k
×= ∈X X X  , 

1

k
ii

n n
=

= ∑ , is called the result of the survey 
E (or sample).

The probabilistic space (Ω, Ξ, P) is called a probabilistic model of the survey E, 
where: 1{ : , }

j

p
j j j  ×Ω = = ∈ ∈x x    is a set of elementary events, ωj is an ele-

mentary event meaning that the observed quantity assumes the value 1;p
j

×∈x   
Ξ is a set of random events being a σ-field of all subsets of the set Ω; 0P :Ξ →   is 
a probabilistic measure.  
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15Testing the Homogeneity of Sequences of Multivariate Gaussian Random Variables

Let : p
i Ω →   be a random variable defined on the probabilistic space (Ω, Ξ, 

P). Lest us assume that the components xij of sample Xi are realizations of this random 
variable, i.e. 

ji ij
 = x , for: j ∈Mi, i ∈K. The random variable 

1
, ,

p

T

i i i   =    is 
called a stochastic model of the experiment ei. The sequence of random variables 
( )i i K


∈
 is called a stochastic model of the survey E. 

Let ( ) ( )( )and T
i i i i i i i      = Γ = − − E E   are, respectively, the expected 

value and the covariance matrix of the random variable i . 

Definition 1. The sequence of random variables ( )i i K


∈
 is homogenous due to 

the expected value, if i < ∞ , for i ∈K, and if i j = , for i, j ∈K.
☐

The sequence of random variables ( )i i K


∈
 is heterogeneous due to the expected 

value, if at least one random variable from this sequence differs than other with 
expected value or her expected value has an infinite norm. 

Definition 2. The sequence of random variables ( )i i K


∈  is homogenous due to 
the covariance matrix (or homoscedastic), if iΓ < ∞, for i ∈K, and if i jΓ = Γ , for 
i, j ∈K.

☐
The sequence of random variables ( )i i K


∈

 is heterogeneous due to the covariance 
matrix (or heteroscedastic), if at least one random variable from this sequence differs 
than other with covariance matrix or her covariance matrix has an infinite norm. 

3. Estimating the Number of Repetitions of Experiments
suppose that the aim of the experiment ei is to designate an approximately 

100(1-α)% confidence interval for the expected value 
1

1ˆ in
i ijj

in


=
= ∑ x  from sample 

Xi, where α is a fixed level of significance. 

Let
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16 Z. Wesołowski

are, respectively, the expected value and the covariance matrix from the pilot sample 
( ) ( ) ( ) 0

0

0 0 0
1 , , ,p n

i i in
× = ∈ X x x  where: ( ) ( ) ( )( ) ( ) ( )( )00 0 0 0 0

1
0

1ˆ ˆ ˆ
1ab a a b b

n
i ij i ij ij

x x
n =

= − −
− ∑γ µ µ  is 

a covariance coefficient of random variables and
a bi i i i   ∈ ∈  from this sample, 

for a, b = 1, …, p, n0 = 15 is the cardinality of the pilot sample calculated by a method 
used to estimate a proportion with specified precision [7]. 

The number of repetitions in ∈  of the experiment ei can be determined from 
the formula,

 { }max ; 1, , ,
ai in n a p= =   (2)

where 
ai

n ∈  is the number of repetitions of the experiment ei needed to 
provide an approximately 100(1-α)% confidence interval for the expected va-

lue ( ) ( )00 0
1

0

1ˆ
a a

n
i ijj

x
n =

= ∑µ  from sample ( )0
iX . This number satisfies the inequality  

[7, 23, 25, 30, 32] of the form,

 ( )02
1 /2 ˆ

a a,ai in  −≥ γ ,

where: λ1-α/2 is a quantile of the rank (1-α/2) of the distribution N(0, 1).
because many tests applied for examining the homogeneity of sequences 

of multivariate random variables are characterized by low power when the cardinalities 
of the samples 1, , kX X  are different, and taking into account the fact that statistical 
analyzes are often conducted on the basis of data generated by the simulation 
programs [9, 16], the plan PE, eq. (1), should be constructed so that the number 
of repetitions of experiments e1,…, ek was the same. in this case, the plan of the survey 
takes the form,

 
 

1 2 ,k
E

e e e
P

m m m
 

=  
 





where m ∈  is determined from the formula,

 { }1max , , ,km n n= 

 (3)

where ni, eq. (2), i K∈ . 
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17Testing the Homogeneity of Sequences of Multivariate Gaussian Random Variables

4. Testing the Normality of Distributions  
of Multivariate Random Variables

Let ( ) ( ) ( )
1

1 1 1F P , , f , , d , ,d
p

p

xx

i i i p i i p px x y y y y 
−∞ −∞

= ≤ ≤ = ∫ ∫x     be 

a distribution function of the random variable i , where:

  ( )
( ) ( )

( ) ( )11
2

2

1f e
2 det

T
i i i

i p
i

 



− − − Γ −  =
Γ

x x
x  

is a density function of this random variable, 1, ,
T

px x =  x  . 
Let ( ) ( )10 1 0 0F P , ,

ppx x = ≤ ≤x   be a theoretical distribution function, i.e. 
the distribution function of a random variable 0 : p Ω →   with the distribution 

( )
10 0 0 0 0, , where : , ,

p

T
N     Γ =  

. 
The problem of testing the normality of the random variable i  consists 

in the verification of hypotheses on the form,

 ( ) ( )0 0H : F F ,i =x x  (4)

 ( ) ( )1 0H : F F .i ≠x x  (5)

To solve the problem, eqs. (4)-(5) proposes a number of different tests. These 
include: Mardia’s tests, Henze-Zirkle’s test, Royston’s H test, and the baringhaus-
Henze-epps-Pulley (bHeP) test. 

The Mardia tests [20-23, 27] are based on multivariate extensions of skewness 
and kurtosis measures. The Henze-Zirkler test is based on a functional distance 
measure between two distribution functions ( ) ( )0F and Fi x x . in the works 
[12, 14], there are demonstrated that if the observations have multivariate normal 
distribution, then the test statistic has approximately the log-normal distribution. 
This enables constructing a rejection region of the test. The bHeP test [8, 13, 27] 
is based on the weighted distance between the empirical characteristic function and 
the parametric estimate of the characteristic function.

The most commonly used are Mardia’s tests. The Mardia skewness test uses 
the statistics of the form,

 
 ( ) ( )

3
1

1 1

1 ˆˆ ˆA ,
6

i in n
T

i ij i i il i
j ln

 −

= =

 = − Γ −  ∑∑ x x  (6)
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18 Z. Wesołowski

where: ( )( )1 1

1 1ˆˆ ˆ ˆand
1

i i Tn n
i ij i ij i ij ij j

i in n
  

= =
= Γ = − −

−∑ ∑x x x  are, respectively, 

an evaluation of the expected value i  and an evaluation of the covariance matrix 
i from sample Xi of the random variable i .

The statistics Ai, eq. (6), has, at the truth of the hypothesis H0, eq. (4), and for  

ni → ∞, the distribution 2
q , where ( )( )1 1 2

6
q p p p= + + . The rejection region of this  

test takes the form ( ) ( ){ }2 2
/2 1 /2A : A A ,i i iC q q   −= < ∨ >  where ( )2

u q  is 
a quantile of the rank u of the distribution ( )2 q .

The Mardia kurtosis test uses the statistics of the form,

 
 ( ) ( ) ( ) ( )

2
1

1

1 ˆˆ ˆ 2 .
8 2

in
Ti

i ij i i ij i
ji

n
B p p

p p n
 −

=

  = − Γ − − +   +  
∑ x x  (7)

The statistics bi, eq. (7), has, at the truth of the hypothesis H0, eq. (4), and 
for ni → ∞, the distribution N(0, 1). The rejection region of this test takes the form  
C = {bi : |bi| > λ1-α/2}. 

5. Testing the Homogeneity of Sequences of Multivariate  
Random Variables due to the Expected Value

The problem of testing the homogeneity of sequences of multivariate random 
variables ( )i i K


∈

 due to the expected value consists in the verification of hypotheses 
on the form,

 0 1: ,kH  = =

 
(8)

 
( )1 : for at least one pair , ; ; , 1, , .i jH i j i j i j k ≠ ≠ = 

 
(9)

To solve the problem, eqs. (8)-(9), proposes a number of different tests. 
in the paper [5] it is proposed a nonparametric multisample test based on the classical 
kruskal-wallis statistics [17, 18]. in the works [25, 26], there are proposed 
modifications of the kruskal-wallis statistics by using the componentwise ranking 
[11]. in the paper [6], the proposed test uses averaging the euclidean norms 
of covariance matrices. The principal disadvantage of these tests is that their power 
depends on the form of the covariance matrix and it is very low when the random 
variables 1, , k   are correlated.
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19Testing the Homogeneity of Sequences of Multivariate Gaussian Random Variables

The most commonly used is the T2 Lawley-Hotelling test [15, 19, 33] using 
the statistics of the form,

 ( ) ( )2 1

1

ˆˆ ˆ ˆ ˆT ,
k

T
i i i

i
n A   −

=

= − −∑  (10)

where: 

 1

1ˆ for 1, , ;in
i ijj

i

i k
n


=

= = …∑ x
 

 1 1

1ˆ ;ik n
iji jn


= =

= ∑ ∑ x  

 ( )( )1 1

1ˆ ˆ ˆ .i Tk n
ij i ij ii j

A
n k

 
= =

= − −
− ∑ ∑ x x  

The statistics T2, eq. (10), has, at the truth of the hypothesis H0, eq. (8), and 
for: n1→∞,…, nk→∞, the distribution ( )2 1p k  −  . The rejection region of this test 

takes the form ( ){ }2 2 2
1T : T 1C p k −  = > −  , where ( )2

1 1p k −  −   is the quan- 

tile of the rank (1-α) of the distribution ( )2 1p k  −  .

6. Testing the Homogeneity of Sequences of Multivariate  
Random Variables due to the Covariance Matrix

The problem of testing the homogeneity of sequences of multivariate random 
variables ( )i i K


∈

 due to the covariance matrix consists in the verification of hypotheses 
on the form,

 0 1: ,kH Γ = = Γ

 
(11)

 
( )1 : , for at least one pair , ; ; , 1, ,i jH i j i j i j kΓ ≠ Γ ≠ = 

 
(12)

To solve the problem, eqs. (11)-(12), it is commonly applied the M box test 
[1-3, 24, 30] using the statistics of the form,
 
 ( ) ( ) ( ) ( )

1
M log det 1 log det ,

k

i i
i

n k n
=

  = − − −   ∑A A  (13)

where: 

( )( ) ( )1
1

1 1 1ˆ ˆ ˆ, , 1 ,
1

i i
kTn n

i ij i ij i i ij i ij j
ii i

n
n n n k

  
= =

=

= − − = = −
− −∑ ∑ ∑A x x x A A  

i = 1, …, k, 
1

k
ii

n n
=

= ∑ , for: ni > 1, ( )det 0i >A , i ∈K, ( )det 0>A , k > 1, n > k.
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20 Z. Wesołowski

The rejection region for the statistics M, eq. (13), takes, at the truth of the hypothesis 
H0, eq. (11), and for: n1→∞, …, nk→∞, the form ( ){ }1 1 2M : M F ,C f f  −= ≥ , where 

( )1 1 2F ,f f−  is the quantile of the rank (1-α) of the distribution ( )1 2F ,f f , where:

 

1 2

1

,a f f
f


−

=

 ( )( )
22 3 1 1 11 ,

6 1 1 1
k

i
i

p pa
p k n n k=

 + −= − − + − − − ∑

 
 

( )( )1
1 1 1 ,
2

f p p k= + −

 
 

( )
1

2 2

2 ,
1

ff
b a

+
=

− −

 
 

( )( )
( ) ( ) ( )2 2

1 2 1 1 .
6 1 1

k

i
i

p p
b

k n kn=

 − +
= − − −− 

∑

Using the M box test, one should take into account the fact that it features  
a low power when the numbers of samples 1, , kX X  are different and when 
the observed distributions of these samples are different from the multivariate 
normal distribution [32].

Example 1. Let us consider the issue of testing the homogeneity of the sequence 
of multivariate random variables ( )i i K


∈

 due to the expected value and on account 
of the covariance matrix, where: : p

i Ω →  , p = 3, i ∈K, K = {1, …, k}, k = 3. 
Testing the hypotheses, eqs. (4)-(5), eqs. (8)-(9), and eqs. (12)-(13) 

will be conducted on the basis of three samples ( ) ( )1 3, ,X X , where: 
( ) ( ) ( ) ( )

1 , ,
vv v v p n

k
× = ∈ X X X  , ( ) ( )

( )
( ) ( )

1 , ,
v

v
v v v p m

i i im
× = ∈ X x x  , n(v) = m(v)k, ( ) ( )v v

ij i∈x X  
is a realization of the random variable ( ) ( ) ( ): ,

j

v v vp
i i ij
 Ω → = x , for: j = 1, …, m(v), 

m(v), eq. (3), v ∈V, V = {1, 2, 3} is a set of numbers of samples, m(1) = 12, m(2) = 
18, m(3) = 26. The components of sample ( ) ( )1 1

i ∈X X  are realizations of the random 
variable ( )1 : p

i Ω →   of the distribution ( ) ( )( ) ( ) [ ]1 1 1 1, , 0,0,0 ,T p
i i iN   ×Λ = ∈

( )1 2 2, 1i p Λ = =I , for i ∈K. The components of sample ( ) ( )2 2
i ∈X X  are 

realizations of the random variable ( )2 : p
i Ω →   of the distribution ( ) ( )( )2 2,i iN  Λ

, ( ) [ ]2 1,T p
i i,i,i ×= ∈  ( )2 2

i pΛ = I , 2 1 = , for i ∈K. The components of the sample 
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21Testing the Homogeneity of Sequences of Multivariate Gaussian Random Variables

( ) ( )3 3
i ∈X X  are realizations of the random variable ( )3 : p

i Ω →   of the distribution 
( ) ( )( )3 3, ,i iN  Λ  ( ) [ ]3 10 0 0 T p

i , , ×= ∈ , ( )3 2
i p iΛ = I , 2

i i = , for i ∈K. 
Table 1 shows the results of the Mardia kurtosis test, where: ( )( )B̂ v

iX  is 

an evaluation of the statistics bi, eq. (7), from sample ( ) ( )( )* ˆˆ, Bv v
i i i  

 X X  is 

an evaluation of the p-value *  for the fixed value of the statistics bi, for i ∈K, 
v ∈V. This table appears that at the level of significance α = 0.05 there is no reason 
to reject the hypothesis H0, eq. (4), for all samples. 

Table 1
The results of the Mardia kurtosis test

v ∈V i ∈K ( )B̂ ( )v
i iX ( )* ˆˆ B ( )v

i iXα  
 

1

1 –0.915425 0.359968

2 –0.210487 0.833287

3 –0.330638 0.740918

2

1 1.26529 0.205766

2 0.174891 0.861165

3 0.357914 0.720408

3

1 –0.719469 0.471852

2 0.160924 0.872153

3 –0.925162 0.354882

Table 2 shows the results of the T2 Lawley-Hotelling test, where ( )( )2T̂ vX  is 
an evaluation of the statistics T2, eq. (10), from the sample ( )vX , for v ∈V. This 
table appears that at the level of significance α = 0.05 there is no reason to reject 
the hypothesis H0, eq. (8), for the sample ( )1X , however one should reject this 
hypothesis for samples ( ) ( )2 3andX X .

Table 2
The results of the T2 Lawley-Hotelling test

v ∈V ( )2T̂ ( )vX ( )* 2ˆˆ T ( )vXα  
 

1 5.08816 0.467443

2 567.804 2.04808 ⋅ 10–119

3 14.1219 0.0283039
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22 Z. Wesołowski

Table 3 shows the results of the M box test, where ( )( )2T̂ vX  is an evaluation 
of the statistics M, eq. (13), from the sample ( )vX , for v ∈V. This table appears that 
at the level of significance α = 0.05 there is no reason to reject the hypothesis H0, 
eq. (11), for sample ( )1X , however one should reject this hypothesis for samples 

( ) ( )2 3andX X .
Table 3

The results of the M Box test

v ∈V ( )M̂( )vX ( )* ˆˆ M( )vXα  
 

1 6.36104 0.393843

2 14.3148 0.0284822

3 81.3157 3.383 ⋅ 10–15

7. Summary and Future Work

The article discusses the method of testing the homogeneity of sequences 
of random variables that uses multivariate normality tests, tests for examining 
the homogeneity of many expected values and tests for examining the homogeneity 
of many covariance matrices. Hypothesis testing is performed on the basis 
of observations gathered in the execution of statistical surveys conducted by the plan 
PE, eq. (1). The work proposes a method for estimating the number of repetitions 
of experiments providing an approximately 100(1-α)% confidence interval for 
the expected value of the sequence of multivariate random variables.

Directions of further work should address the issue of examining the power 
of new multivariate normality tests [32, 33] and of examining the homogeneity 
of many expected values [33]. in particular, emphasis should be placed on developing 
tests for examining the homogeneity of many covariance matrices, because commonly 
used the M box test is extremely inefficient when the samples, on the basis of which 
covariance matrices are evaluated, have different sizes and the observed distributions 
of these samples are different from the multivariate normal distribution.

Received June 13 2014. Revised April 22 2015.
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Z. wesołowski

Testowanie jednorodności ciągów wielowymiarowych  
gaussowskich zmiennych losowych

Streszczenie. w pracy omówiono metodę badania jednorodności ciągów wielowymiarowych zmiennych 
losowych obejmującą badanie normalności rozkładów zmiennych losowych oraz badanie równości 
wielu wartości oczekiwanych i równości wielu macierzy kowariancji. Przedstawiono przykładowe 
wyniki zastosowania prezentowanej metody do badania jednorodności ciągów wielowymiarowych 
gaussowskich zmiennych losowych.
Słowa kluczowe: jednorodność wielowymiarowych zmiennych losowych, testy normalności rozkładów 
wielowymiarowych zmiennych losowych, testy równości wielu wartości oczekiwanych wielowymia-
rowych zmiennych losowych, testy równości wielu macierzy kowariancji

badania
Publikacja została częściowo sfinansowana przez nCbiR w ramach projektu nr bio4/006/13143/2013 
pt. „elektroniczny system zarządzania cyklem życia dokumentów o różnych poziomach wrażliwości”.
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