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Abstract

In recent years, artificial neural networks have been commonly used for time series fore-
casting by researchers from various fields. There are some types of artificial neural net-
works and feed forward artificial neural networks model is one of them. Although feed
forward artificial neural networks gives successful forecasting results they have a basic
problem. This problem is architecture selection problem. In order to eliminate this prob-
lem, Yadav et al. (2007) proposed multiplicative neuron model artificial neural network.
In this study, differential evolution algorithm is proposed for the training of multiplica-
tive neuron model for forecasting. The proposed method is applied to two well-known
different real world time series data.
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1 Introduction

There are many models proposed in the literature
on the forecasting problem. Conventional forecast-
ing models, one of these models, may be inade-
quate to solve many data due to various assumptions
that they require. In this respect, artificial neural
networks (ANN) that do not include the assump-
tions valid for conventional forecasting models are
widely used as an alternative to conventional time
series approaches.

ANN is generally defined as mathematical algo-
rithms inspired by biological neural networks and
can learn from the samples and generalize them.
It can be said that the most important feature of
ANN is the ability to learn from a source of in-
formation (data). Learning process of ANN is the
process of finding the best values of weights and

this process is called as the training of ANN. Find-
ing the best weights in ANN can be considered
as an optimization problem. The most used learn-
ing algorithms are Levenberg-Marquardt and Back
Propagation (BP) learning algorithms. However,
the other methods used in the training of ANN
are heuristic algorithms such as genetic algorithms,
particle swarm optimization, simulated annealing
and taboo search algorithm. The first ANN model
was proposed by McCulloch and Pitts [1]. The
studies on ANN began with a single-layer neural
network. Single-layer neural networks consist of
only the input and output layers and the output func-
tion of single-layer neural networks are linear.

However, it was not possible to solve a non-
linear problem with single-layer neural networks.
In later years multilayer perceptron (MLP) model
was developed by Rumelhart et al. [2] in order to
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solve a non-linear problem. A MLP model con-
sists of an input, one or more hidden and an output
layer. The main objective of the MLP model is to
reduce the difference between the output produced
by the network and with the expected output of the
network (error). In later years, several ANN mod-
els were proposed by Basu and Ho [3], Labib [4],
Plate [5] and Zhang et al. [6]. In addition to these
types of ANN, there are some ANN models in the
literature such as generalized mean neuron model
(GMN) proposed by Yadav et al. [7] and geometric
mean neuron (G-MN) model proposed by Shiblee
et al. [8].

Multi-layer feed forward artificial neural net-
works (ML-FF-ANN) model is the most popular
type of artificial neural networks among all of these
methods. ML-FF-ANN is generally used for fore-
casting problem in time series analysis Aladag et al.
[9]. The neural network forecasting literature was
also summarized by Zhang et al. [10]. And also,
it is well known that one major application area of
ANNs is forecasting. Sharda [11], Weigend et al.
[12], Weigend et al. [13] and Cottrell et al. [14]
addressed the issue of network structure for fore-
casting real-world time series.

The determination of the numbers of neurons in
the layers in ML-FF-ANN is an important problem.
This problem is also called as architecture selection
problem. In order to eliminate this problem, Yadav
et al. [15] proposed multiplicative neuron model
based artificial neural network (MNM-ANN) that
this neuron model has a single neuron and it does
not have architecture selection problem. While Ya-
dav et al. [15] used back propagation learning algo-
rithm, Zhao and Yang [16] used cooperative random
particle swarm optimization (CRPSO) in the learn-
ing process of MNM-ANN. Therefore, the modified
particle swarm optimization method proposed by
Aladag et al. [17] is utilized to train MNM-ANN.

In this study, a new learning algorithm based on
differential evolution algorithm for the training of
MNM-ANN (MNM-ANN-DEA) is proposed. And
also, the proposed method was supported by two
well-known different real-life time series data and
its superior forecasting performance was shown.

The remainder of this paper is organized as fol-
lows: short information about multiplicative neuron
model (MNM) is given in Section 2. DEA is briefly
summarized in the Section 3. The proposed method

is introduced in Section 4. Under the main title of
the applications in the fifth section, the application
of the proposed method was examined by consider-
ing two different real life time series data. Finally,
Section 6 presents conclusions and discussions.

2 Multiplicative Neuron Model

The single multiplicative artificial neuron model
which is a special case of neuron model was first
presented by Yadav et al. [15]. This model has only
one neuron and the general structure of the model,
which includes only five inputs, is illustrated in Fig-
ure 1.

Figure 1. Multiplicative neuron model

In this model, xi(i = 1, . . . ,5) is input pattern
and when output values are computed by using mul-
tiplication function instead of sum function.

The operator Ω(x,θ) is a multiplicative op-
eration which is composed of multiplication of
weighted inputs. Activation function and target
of the model are represented by f and y, respec-
tively. In the literature, for training the multiplica-
tive neuron model, there are several learning algo-
rithms. BP and cooperative particle swarm opti-
mization learning algorithms were used in the pro-
cess of multiplicative neuron model by Yadav et al.
[15] and Zhao and Yang [16], respectively.

3 Differential Evolution Algorithm

DEA was proposed by Price and Storn [18]. DEA is
a heuristic algorithm based on the population. It is
similar with genetic algorithm in terms of operators
such as mutation and cross-over operators. These
operators are also used in the process of DEA, re-
spectively. All these operators are applied to all
chromosomes in the population in DEA and a new
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DEA was proposed by Price and Storn [18]. DEA is
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chromosome is obtained. After using the mutation
and cross-over operations the interested chromo-
some and the new chromosome are compared with a
determined fitness value. Chromosome with a bet-
ter fitness value is transferred to a new generation
according to the objective function. The best chro-
mosome is taken as the optimal solution at the end
of the process of DEA. This information should be
found enough in this section because DEA is dis-
cussed in more detail in the section of proposed
method. Those who want more information can
look at the study of Price and Storn [18].

4 The Proposed Method

In the literature, there are many ANN methods for
forecasting of time series. One of these methods
is ML-FF-ANN. Besides, ML-FF-ANN has some
problems. One of the most important problems in
ML-FF-ANN is architecture selection problem. In
order to eliminate this type of problem Yadav et al.
[15] proposed MNM-ANN. There are some learn-
ing algorithms proposed in the literature for MNM-
ANN to improve its performance.

In this study, a new learning algorithm based on
DEA for MNM-ANN called MNM-ANN-DEA is
proposed, firstly.

The algorithm of the proposed method is given step
by step as below.

Algorithm

Step 1. Determine the parameters of DEA
The parameters used in the structure of DEA are
determined. These are the number of chromo-
somes (cn), gene numbers (gn) and cross-over
ratio (cor).

Step 2. Generate the initial population
A chromosome structure for the proposed learn-
ing algorithm is given in Figure 2.

Figure 2. The structure of a chromosome

In the Figure 2, the first m gene represents the
weights and the second m gene represents the
biases. Totally, there is (2×m) gene in a chro-
mosome. For the generation of the initial pop-
ulation of chromosomes, random numbers are
generated from the continuous uniform distri-
bution. (2×m) random numbers are generated
from U(0,1) distribution for the (2×m) genes
in a chromosome.

Step 3. Calculate the fitness function value for
each chromosome.

The calculation of the fitness function value for
the chromosomes is given by the steps between
3.1 and Step 3.3 when the number of iterations
is k.

Step 3.1. The weights and biases of MNM-
ANN-DEA are obtained from (2×m) genes
of the chromosomes i at the iteration k. The
formulas of weights and biases of MNM-
ANN-DEA were given in Equations 1 and 2,
respectively.

w1 = xk
i,1, w2 = xk

i,2, . . . , wm = xk
i,m (1)

b1 = xk
i,m+1, b2 = xk

i,m+2, . . . , b = xk
i,2m (2)

In these Equations, xk
i,m represents the mth

gene of the chromosome i at the iteration k.

Step 3.2. The net values for each learning
sample of MNM-ANN-DEA are calculated
like in Equation 3 by using weights and bias
values.

nett =
m

∏
j=1

w jyt− j +b j, t = 1, . . . , n (3)

In this equation n is the number of learning
samples. If time series has N observations n
is equal to N −m (n = N −m). The outputs
of the network are calculated as in Equation
4.

ot =
1

1+ exp(−nett)
, t = 1, 2, . . . , n (4)

Step 3.3. The fitness function value which
is Root Mean Square Error (RMSE) criteria
given in Equation 5 of each chromosome is
calculated by using the output values.
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RMSE =

√
∑n

t=1 (yt − ŷt)
2

n
(5)

Step 4. Mutation and Crossover operations
Mutation and Crossover operations are applied
for each chromosome in the initial population,
respectively.

Step 4.1. The application of Mutation opera-
tion
For applying mutation operation in DEA,
firstly four chromosomes are selected. The
first one of these four chromosomes is called
as current chromosome and the remaining
three chromosomes are selected randomly
except current chromosome.
The first two of these selected three chro-
mosomes are subtracted each other and it is
called as the difference vector. Then, differ-
ence vector is multiply by F and a new chro-
mosome is obtained (In general the parame-
ter F gets values between 0 and 2. We take
this F value as 0.8 which is general value in
the literature in this study).
This new chromosome is called as the
weighted difference vector. The weighted
difference vector is summed with the last of
these selected three chromosomes and muta-
tion operation is completed. This new cre-
ated chromosome is called as the total vector.
Thus, the chromosome to be used in the
crossover operation is created with the help
of mutation operation.

Step 4.2. The application of Crossover
To apply crossover operation in DEA, the to-
tal vector obtained at the end of the muta-
tion operation is compared with current chro-
mosome and nominee chromosome is ob-
tained. While nominee chromosome is ob-
tained, each gene of total vector and current
chromosome is evaluated one by one. First
at all, a crossover rate (cor) is determined.
Then, a random number is generated from
between 0 and 1 with the help of uniform dis-
tribution. If this random number is smaller
than the crossover rate, the gene is taken from
total vector. If it is not, the gene is taken
from current chromosome and nominee chro-
mosome is generated and the fitness value of
nominee chromosome is calculated.

Step 5. The Comparison of fitness values
Nominee chromosome and interested chromo-
some are compared in terms of fitness val-
ues. That is, the chromosome which has the
smaller RMSE value used as evaluation function
is transferred to a new generation.

Step 6. Stopping criteria
If it is reached to the maximum number of it-
erations or the fitness value calculated from the
chromosome with the best fitness value is less
than a predetermined value (ε)the process is end,
otherwise move to Step 3. If the algorithm is
stopped, the optimal weight and bias values are
taken from the chromosome with the best fitness
value.

5 Applications

To show the performance of the MNM-ANN-DEA,
the proposed method is applied to two real life time
series data. The first time series data is Australian
Beer Consumption “(AUST)” data with 148 obser-
vations between years 1956 and 1994 and the sec-
ond one is Canadian lynx data between years 1821
and 1934. The performance of the proposed method
was evaluated with several methods suggested in
the literature. For this purpose, RMSE criteria given
in Equation 5 and Mean Absolute Percentage Error
(MAPE) criteria given in Equation 6 were used to
compare the methods.

MAPE =
1
n

n

∑
t=1

����
yt − ŷt

yt

���� (6)

In this Equation, n,yt and ŷt show the number of
training samples, observed values and the forecast-
ing values.

5.1 Analysis with Australian beer con-
sumption data

The proposed method was firstly applied to the Aus-
tralian beer consumption data (AUST) time series
data with 148 observations between the years 1956
and 1994 which is shown in Figure 3. The last 16
observations of the time series was taken as test
data. In addition to the proposed method, AUST
data, which is shown in Figure 3, is examined by
using seasonal autoregressive integrated moving av-
erage (SARIMA), Winter’s multiplicative exponen-
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tial smoothing (WMES), Multi-layer feed-forward
neural network (ML-FF-ANN), Multilayer neu-
ral network based on particle swarm optimization
(ML-PSO-ANN), Back propagation learning algo-
rithm based on multiplicative neuron model neu-
ral network (BP-MNM-ANN), multiplicative neu-
ron model artificial neural network based on parti-
cle swarm optimization (PSO-MNM-ANN), Radial
basis artificial neural network (RB-ANN), Elman
neural network (E-ANN) methods.

Figure 3. AUST data between the years of
1956-1994

During the analysis of AUST time series data,

– The model orders in other words the number
of inputs of MNM-ANN-DEA (m) was changed
from 4 to 8.

– cn is experimented as from 10 to 100 with incre-
ment 10

– cor is experimented respectively 0.1 to 1 with
increment 0.1

– For all possible case, DEA is executed 100
times in MATLAB.

At the end of the process, we obtained 500 dif-
ferent solutions. Then the parameters (m, cn, cor)
with the smallest RMSE value were taken as the best
solution among these solutions.

We conclude that the best result is obtained in the
case where m=5, cn=70, cor=0.2.

In addition, RMSE and MAPE criteria values for test
set obtained from proposed method and other meth-
ods in the literature were given in Table 1.

It is clearly seen in Tab. 1, that the proposed method
has the best performance among all methods in
terms of both RMSE and MAPE criteria.

Besides, the graph of the real observations and the
forecasts obtained from proposed method for test
set was given in Figure 4. According to this graph,
the forecasts obtained from the proposed approach
are very accurate.

Table 1. The RMSE and MAPE values obtained
from all methods for original AUST data

Method RMSE MAPE
BP-MNM-ANN 74.2551 0.0983
WMES 53.3295 0.1072
SARIMA 47.0367 0.0949
ML-PSO-ANN 44.7780 0.0856
RB-ANN 41.7000 0.0686
PSO-MNM-ANN 26.7831 0.0498
ML-FF-ANN 24.1052 0.0476
E-ANN 22.6581 0.0436
Proposed Method 19.7819 0.0372

Figure 4. The graph of real observations and
forecasts obtained from proposed method for

AUST data

5.2 Analysis with Canadian lynx data

The proposed method is also applied to Cana-
dian lynx data consisting of the set of annual num-
bers of lynx trappings in the Mackenzie River Dis-
trict of North-West Canada for the period from 1821
to 1934. The last 14 observations of the time series
was taken as test data. This data has also been ex-
tensively analyzed in the time series literature. We
use the logarithm (to the base 10) of the data in
the analysis. In addition to the proposed approach,
logarithm of Canada lynx data, which is shown in
Figure 5, is examined by Autoregressive integrated
moving average (ARIMA), WMES, ML-FF-ANN,
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It is clearly seen in Tab. 1, the proposed method has 
the best performance among all methods in terms of 
both RMSE and MAPE criteria. 
Besides, the graph of the real observations and the 
forecasts obtained from proposed method for test set 
was given in Fig. 4. According to this graph, the 
forecasts obtained from the proposed approach are 
very accurate. 
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logarithm (to the base 10) of the data in the analysis. 
In addition to the proposed approach, logarithm of 
Canada lynx data, which is shown in Fig. 5, is 
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At the end of the process, we obtained 500 different 
solutions. Then the parameters (m, cn, cor) with the 
smallest RMSE value were taken as the best solution 
among these solutions.  
We conclude that the best result is obtained in the case 
where m=3, cn=90, cor=0.7. 
In addition, RMSE and MAPE criteria values for test 
set obtained from proposed method and other methods 
in the literature were given in Table 2.  

Table 2. The forecasting results obtained from the 
proposed method for logarithmic canadian 

lynx data 
Method RMSE MAPE 
ARIMA 0.1261 0.0312 
WMES 0.1568 0.0469 
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Figure 5. Logarithmic Canadian lynx data series
(1821-1934)

During the analysis of Canadian lynx data,

– The model orders in other words the number
of inputs of MNM-ANN-DEA (m) was changed
from 1 to 4.

– cn is experimented as from 10 to 100 with incre-
ment 10

– cor is experimented respectively 0.1 to 1 with
increment 0.1

– For all possible case, DEA is executed 100 times
in MATLAB.

Table 2. The forecasting results obtained from the
proposed method for Logarithmic Canadian Lynx

Data

Method RMSE MAPE
ARIMA 0.1261 0.0312
WMES 0.1568 0.0469
[21] 0.0826 0.0217
RB-ANN 0.2170 0.0636
[20] 0.0970 0.0251
ML-FF-ANN 0.1423 0.0376
[19] 0.1324 0.0350
Proposed Method 0.0814 0.0238

At the end of the process, we obtained 500 different
solutions. Then the parameters (m, cn, cor) with the
smallest RMSE value were taken as the best solution
among these solutions.

We conclude that the best result is obtained in the
case where m=3, cn=90, cor=0.7.

In addition, RMSE and MAPE criteria values for test
set obtained from proposed method and other meth-
ods in the literature were given in Table 2.

It is clearly seen in Table 2, the proposed
method has the best performance among all meth-
ods in terms of both RMSE and MAPE criteria.

Besides, the graph of the real observations and the
forecasts obtained from proposed method for test
set was given in Figure 6. According to this graph,
the forecasts obtained from the proposed approach
are very accurate.

Figure 6. The graph of real observations and
forecasts obtained from proposed method for

Canadian lynx data

6 Conclusion and Discussion

In the literature, different types of ANN have been
used in various applications. Especially, ML-FF-
ANN has been widely used in the forecasting prob-
lem of time series. Although ML-FF-ANN gives
successful forecasting results and uses in time se-
ries problems it has also some basic problems. One
of these problems is the architecture selection prob-
lem which plays an active role in the forecasting
performance of the network. There are some learn-
ing algorithms in the literature for MNM-ANN used
in order to eliminate this problem.

In this paper, a new learning algorithm called
MNM-ANN-DEA was proposed for MNM-ANN.
In the proposed method, the training of MNM-ANN
was performed by DEA, firstly. And also, the pro-
posed method was applied to two well-known real
life time series data and its superior forecasting per-
formance was proved.

In the future studies, different artificial intel-
ligence techniques can be used for the training
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where m=3, cn=90, cor=0.7. 
In addition, RMSE and MAPE criteria values for test 
set obtained from proposed method and other methods 
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Table 2. The forecasting results obtained from the 
proposed method for logarithmic canadian 

lynx data 
Method RMSE MAPE 
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It is clearly seen in Table 2, the proposed method 
has the best performance among all methods in terms 
of both RMSE and MAPE criteria. 
Besides, the graph of the real observations and the 
forecasts obtained from proposed method for test set 
was given in Fig. 6. According to this graph, the 
forecasts obtained from the proposed approach are 
very accurate. 
 

 
Figure 6: The graph of real observations and forecasts 
obtained from proposed method for Canadian lynx 
data. 

6. Conclusion and Discussion 
 
in the literature, different types of ann have been 
used in various applications. Especially, Ml-ff-ann 
has been widely used in the forecasting problem of 
time series. although Ml-ff-ann gives successful 
forecasting results and uses in time series problems it 
has also some basic problems. one of these problems 
is the architecture selection problem which plays an 
active role on the forecasting performance of the 
network. There are some learning algorithms in the 
literature for MnM-ann used in order to eliminate 
this problem.  
in this paper, a new learning algorithm called MnM-
ann-dEa was proposed for MnM-ann. in the 
proposed method, the training of MnM-ann was 
performed by dEa, firstly. and also, the proposed 
method was applied to two well-known real life time 

series data and its superior forecasting performance 
was proved. 

in the future studies, different artificial intelligence 
techniques can be used for the training of MnM-ann 
to improve the forecasting performance.  
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During the analysis of Canadian lynx data,

– The model orders in other words the number
of inputs of MNM-ANN-DEA (m) was changed
from 1 to 4.

– cn is experimented as from 10 to 100 with incre-
ment 10

– cor is experimented respectively 0.1 to 1 with
increment 0.1

– For all possible case, DEA is executed 100 times
in MATLAB.

Table 2. The forecasting results obtained from the
proposed method for Logarithmic Canadian Lynx

Data

Method RMSE MAPE
ARIMA 0.1261 0.0312
WMES 0.1568 0.0469
[21] 0.0826 0.0217
RB-ANN 0.2170 0.0636
[20] 0.0970 0.0251
ML-FF-ANN 0.1423 0.0376
[19] 0.1324 0.0350
Proposed Method 0.0814 0.0238

At the end of the process, we obtained 500 different
solutions. Then the parameters (m, cn, cor) with the
smallest RMSE value were taken as the best solution
among these solutions.

We conclude that the best result is obtained in the
case where m=3, cn=90, cor=0.7.

In addition, RMSE and MAPE criteria values for test
set obtained from proposed method and other meth-
ods in the literature were given in Table 2.

It is clearly seen in Table 2, the proposed
method has the best performance among all meth-
ods in terms of both RMSE and MAPE criteria.

Besides, the graph of the real observations and the
forecasts obtained from proposed method for test
set was given in Figure 6. According to this graph,
the forecasts obtained from the proposed approach
are very accurate.
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6 Conclusion and Discussion

In the literature, different types of ANN have been
used in various applications. Especially, ML-FF-
ANN has been widely used in the forecasting prob-
lem of time series. Although ML-FF-ANN gives
successful forecasting results and uses in time se-
ries problems it has also some basic problems. One
of these problems is the architecture selection prob-
lem which plays an active role in the forecasting
performance of the network. There are some learn-
ing algorithms in the literature for MNM-ANN used
in order to eliminate this problem.

In this paper, a new learning algorithm called
MNM-ANN-DEA was proposed for MNM-ANN.
In the proposed method, the training of MNM-ANN
was performed by DEA, firstly. And also, the pro-
posed method was applied to two well-known real
life time series data and its superior forecasting per-
formance was proved.

In the future studies, different artificial intel-
ligence techniques can be used for the training
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of MNM-ANN to improve the forecasting perfor-
mance.
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