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On reconstructing unknown characteristics
of a nonlinear system of differential equations

ALEXANDER KUKLIN, VYACHESLAV MAKSIMOV and NATALIA NIKULINA

Problems of dynamical reconstruction of unknown characteristics for nonlinear equations
described the process of diffusion of innovations through results of observations of phase states
are considered. Solving algorithms, which are stable with respect to informational noises and
computational errors, are designed. The algorithms are based on the principle of auxiliary mod-
els with adaptive controls.
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1. Introduction. Statement of the problems

The problems of dynamical reconstruction on the basis of available information on
an object are well known in engineering and scientific research. Our goal is to describe
some algorithms for reconstructing unknown varying characteristics of dynamical sys-
tems described by second order differential equations. These algorithms are expected to
be used in real time, in other words, they must be dynamical. The information on initial
data is uncertain and, in general, time-varying. The algorithms should be regularizing in
the sense that the final result improves if the input information becomes more accurate.

It should be noted that system (1) considered below was introduced in [1, 2] for
describing the process of diffusion of innovations in a social medium.

So, we consider a system described by the equations:

ẋ1(t) = k(t)x2(t)+ x1(t)(λx2(t)−ν),

ẋ2(t) =−k(t)x2(t)− (λx1(t)+µ)x2(t)+ γ(t),
(1)

t ∈ T = [t0,ϑ], x1(t0) = x10, x2(t0) = x20.
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Assume that positive constants λ, ν, µ, and a non-negative function k(·) are known
whereas but the function x2(·) or the function γ(·) are uncertain. We consider the situation
when function γ(t) (Lebesque measurable and satisfying the condition γ(t)∈ P= [−γ,γ],
t ∈ T ) acts upon the system. Here, γ = const ∈ (0,+∞). At discrete time moments

τi ∈ ∆ = {τi}m
i=0, τi+1 = τi +δ, τ0 = t0, τm = ϑ,

some value z(τi) ∈ Rn, n = 1 or 2, is inaccurately measured. Results of measurements
(elements ξh

i ∈ Rn) satisfy the inequalities

|z(τi)−ξh
i |n ¬ h, (2)

where h ∈ (0,1) is a level of informational noise, |x|1 = |x| is the modul of the number
x, |y|2 = max{|y1|, |y2|} is the norm of the vector y = {y1,y2} ∈ R2. We consider two
cases. In the first case, we assume that the coordinate x1(τi) is measured at the moment
τi, i. e.,

z(τi) = x1(τi), ξh
i ∈ R. (3)

In the second one, the pair of coordinates x1(τi) and x2(τi) are measured. Then,

z(τi) = {x1(τi),x2(τi)}, ξh
i = {ξh

1i,ξ
h
1i} ∈ R2. (4)

The problems under consideration consist in the following. It is required to design an
algorithm allowing us to reconstruct the unknown coordinate x2(·) (Problem 1) or (the
second case) the input γ(·) (Problem 2). This is the meaningful statement of problems
being investigated in the present paper.

Hereinafter, we assume that the following condition is fulfilled.

Condition 1 a) The real input γ = γ(t) generates the solution x(·) = {x1(·),x2(·)} =
x(·; t0,x10,x20,γ(·)) of equation (1) such that

inf
t∈T

|k(t)+λx1(t)| c > 0.

b) The function k(t) is Lebesque measurable and bounded.

Thus, Problems 1 and 2 may be formulated as follows. In the sequel, a family of
partitions

∆h = {τi,h}mh
h=0, τi+1,h = τi,h +δ(h), τ0,h = t0, τmh,h = ϑ, (5)

of the interval T is assumed to be fixed.

Problem 1. It is required to indicate a rule of choosing of controls uh
i at the moments τi

being a mapping of the form

Uh : {τi,ξh
i−1,ξ

h
i }→ uh

i ∈ R (6)
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such that the convergence
ϑ∫

t0

|uh(t)− x2(t)|2 dt → 0 (7)

takes place as h tends to 0. Here, uh(t) = uh
i for t ∈ δi,h = [τi,h,τi+1,h).

Problem 2. It is required to indicate a rule of choosing of controls vh
i at the moments τi

being a mapping of the form

V h : {τi,ξh
i−1,ξ

h
i }→ vh

i ∈ R (8)

such that the convergence
ϑ∫

t0

|vh(t)− γ(t)|2 dt → 0 (9)

takes place as h tends to 0. Here, vh(t) = vh
i for t ∈ δh,i.

The analogous problem is considered in the paper [3, 4], where solving algorithms
based on the method of controlled models [5–12] are presented. In this paper, we design
solving algorithms without the usage of such models.

2. Solving algorithms

Further, we assume that the constants d1, d2, k, and γ are such that

|x1(t)|¬ d1, |x2(t)|¬ d2, (10)

|k̇(t)|¬ k, |γ(t)|¬ γ for a.a. t ∈ T. (11)

In virtue of (10) and (11), the following inequalities

|k(t)|¬ k1 = |k(t0)|+ k(ϑ− t0), (12)

|ẋ1(t)|¬ d3 = k1d2 +λd1d2 +νd1, (13)

|ẋ2(t)|¬ d4 = k1d2 +λd1d2 +µd2 + γ (14)

are fulfilled.
In turn, for t ∈ [τi−1,τi], the inequality

|x1(t)−ξh
i−1|¬ h+

t∫
τi−1

|ẋ1(τ)|dτ¬ h+d3δ (15)

holds. Let
PT (·) = {u(·) ∈ L2(T ;R): |u(t)|¬ d2 for a.a. t ∈ T},
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U(x1(·)) = {u(·) ∈ PT (·): ẋ1(t) = (k(t)+λx1(t))u(t)−νx1(t) for a.a. t ∈ T}.
Introduce a family of sets

Uh(·) =
{

u(·) ∈ PT (·):

u(t) = ui for a.a. t ∈ [τi−1,τi), ui ∈ Ũh(τi,ξh
i−1,ξ

h
i ), i ∈ [1 : m]

}
,

where τi = τi,h, m = mh,

Ũh(τi,ξh
i−1,ξ

h
i ) =

{
u ∈ R:

|u|¬ d2, |(k(τi−1)+λξh
i−1)u−νξh

i−1 − (ξh
i −ξh

i−1)δ
−1|¬ σ(1)

h

}
,

σ(1)
h = 2hδ−1 +K1δ+K2h, K1 = νd3 +(k+λd3)d2, K2 = ν+λd2.

Lemma 1 Let u(·) ∈U(x1(·)). Then, the inclusion

δ−1
τi∫

τi−1

u(t)dt ∈ Ũh(τi,ξh
i−1,ξ

h
i ), i ∈ [1 : m]

takes place.

Proof. Let f1(t,x1,x2) = (k(t) + λx1)x2 − νx1. Then, for all q ∈ R, |q| ¬ d2, and t ∈
[τi−1,τi], by (10), (11), and (15), we obtain

| f1(t,x1(t),q)− f1(τi−1,ξh
i−1,q)|¬ |k(t)− k(τi−1)||q| (16)

+λ|x1(t)−ξh
i−1||q|+ν|x1(t)−ξh

i−1|¬ kδ|q|+λ(h+d3δ)|q|+ν(h+d3δ)
¬ ν(h+d3δ)+{λh+(k+λd3)δ}d2 = K1δ+K2h.

In this case, for any u(·) ∈U(x1(·)), the inequality∣∣∣δ−1
τi∫

τi−1

f1(t,x1(t),u(t))dt −δ−1
τi∫

τi−1

f1(τi−1,ξh
i−1,u(t))dt

∣∣∣
¬ K1δ+K2h, i ∈ [1 : m], (17)

is fulfilled. In turn, from

δ−1
τi∫

τi−1

f1(t,x1(t),u(t))dt = δ−1(x1(τi)− x1(τi−1)),

we derive ∣∣∣ξh
i −ξh

i−1

δ
−δ−1

τi∫
τi−1

f1(t,x1(t),u(t))dt
∣∣∣¬ 2

h
δ
. (18)

The statement of the lemma follows from (17) and (18). The lemma is proved.
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Lemma 2 For any t1 ∈ T and u(·) ∈Uh(·), the inequality

∣∣∣ t1∫
t0

{k(t)+λx1(t)}(x2(t)−u(t))dt
∣∣∣¬ c1h+ c2δ+ c3hδ−1

is fulfilled. Here,
c1 = 2+(ϑ− t0)(ν+λd2 +K2),

c2 = k1 +d1 +d3 +λ(1+d1)d2 +(ϑ− t0)(νd3 +K1 + k+λd2d3), c3 = 2(ϑ− t0).

Proof. Note that the following equality

t1∫
t0

{k(t)+λx1(t)}x2(t)dt = x1(t1)− x1(t0)+ν
t1∫

t0

x1(t)dt (19)

is valid. Let q = max{τi ∈ ∆ : τi ¬ t1}. Then, in virtue of (10) and (13), the inequalities

|x1(t1)− x1(q)|¬ d3δ, (20)

∣∣∣ t1∫
t0

x1(t)dt −
q∫

t0

x1(t)dt
∣∣∣¬ d1δ (21)

hold. In this case, from (19), (20), and (21) we derive

∣∣∣ t1∫
t0

{k(t)+λx1(t)}x2(t)dt −
{

x1(q)− x1(t0)+ν
q∫

t0

x1(t)dt
}∣∣∣¬ (d1 +d3)δ. (22)

Using the inclusion u(·) ∈Uh(·), we have

∣∣∣ q

∑
i=1

τi∫
τi−1

(k(τi−1)+λξh
i−1)ui dt −ν

q

∑
i=1

δξh
i−1 −ξh

q +ξh
0

∣∣∣¬ δ
q

∑
i=1

σ(1)
h (23)

¬ (ϑ− t0)(2hδ−1 +K1δ+K2h).

By taking into account (15), we obtain the inequality

∣∣∣{x1(q)− x1(t0)+ν
q∫

t0

x1(t)dt
}
−
{

ν
q

∑
i=1

δξh
i−1 −ξh

q +ξh
0

}∣∣∣ (24)

¬ 2h+ν
∣∣∣ q

∑
i=1

τi∫
τi−1

{x1(t)−ξh
i−1}dt

∣∣∣¬ 2h+ν(ϑ− t0)(h+d3δ).
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Combining (22)–(24), we deduce that

∣∣∣ t1∫
t0

(k(t)+λx1(t))x2(t)dt −
q

∑
i=1

τi∫
τi−1

(k(τi−1)+λξh
i−1)ui dt

∣∣∣ (25)

¬ {2+(ϑ− t0)(K2 +ν)}h+2(ϑ− t0)hδ−1 +{d1 +d3 +(ϑ− t0)(νd3 +K1)}δ.

Then, we have (see (10) and (12))

∣∣∣ t1∫
τq

(k(τq)+λξh
q)uq dt

∣∣∣¬ {k1 +λ(d1 +1)d2}δ. (26)

Using (11), (25), and (15), we derive

∣∣∣ t1∫
t0

(k(t)+λx1(t))u(t)dt −
q

∑
i=1

τi∫
τi−1

(k(τi−1)+λξh
i−1)ui dt

∣∣∣
¬ (k1 +λ(d1 +1))d2δ+

∣∣∣ q

∑
i=1

τi∫
τi−1

{k(t)− k(τi−1)+λ(x1(t)−ξh
i−1)}ui dt

∣∣∣
¬ (k1 +λ(d1 +1)d2δ+δ

q

∑
i=1

{δk+λ(h+δd3)d2} (27)

¬ (k1 +λ(d1 +1)d2δ+(ϑ− t0){(k+λd2d3)δ+λd2h}

= {k1 +λ(d1 +1)d2 +(ϑ− t0)(k+λd2d3)}δ+(ϑ− t0)λd2h.

The statement of the lemma follows from (25) and (27). The lemma is proved.

Lemma 3 ([6, p. 47]) Let u(·) ∈ L∞(T∗;R) and v(·) ∈W (T∗;R), T∗ = [a,b], −∞ < a <
b <+∞, ∣∣∣ t∫

a

u(τ)dτ
∣∣∣¬ ε, |v(t)|¬ K ∀ t ∈ T∗.

Then, for all t ∈ T∗, the inequality

∣∣∣ t∫
a

u(τ)v(τ)dτ
∣∣∣¬ ε(K +var(T∗;v(·)))

is valid.
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Here, the symbol var(T∗;v(·)) means the variation of the function v(·) over the segment
T∗, and the symbol W (T∗;R) means the set of functions y(·) : T∗ → R of bounded varia-
tion.

Note that from Condition 1a) it follows that there exists a number E > 0 such that

var(T ;(k(t)+λx1(t))−1x2(t))¬ E.

Let

Uh(τi,ξh
i−1,ξ

h
i ) = uh

i = argmin{|v|: |v| ∈ Ũh(τi,ξh
i−1,ξ

h
i )} for i ∈ [1 : mh] (28)

and
uh(t) = uh

i for t ∈ δi−1,h, i ∈ [1 : mh]. (29)

Theorem 1 Let Condition 1a) be fulfilled. Then, the following estimate is valid:

|uh(·)− x2(·)|2L2(T ;R) ¬ (c1h+ c2δ+ c3hδ−1)(d2c−1 +E).

Proof. Using (28), we deduce for i ∈ [1 : mh] that

|uh
i |¬ δ−1

τi∫
τi−1

|x2(t)|dt. (30)

Therefore, from (29) and (30), for i ∈ [1 : mh], we also have
τi∫

τi−1

|uh(t)|2 dt ¬
τi∫

τi−1

|xh
2(t)|2 dt.

Therefore, |uh(·)|2L2(T ;R) ¬ |x2(·)|2L2(T ;R). From this inequality, it follows that

|uh(·)− x1(·)|2L2(T ;R) ¬ 2|x2(·)|2L2(T ;R)−2(uh(·),x2(·))2
L2(T ;R)

= 2(x2(·)−uh(·),x2(·))L2(T ;R). (31)

Thus, taking into account (31), we obtain

|uh(·)− x2(·)|2L2(T ;R)

¬ 2
ϑ∫

0

{(k(t)+λx1(t))(uh(τ)− x2(τ))}{(k(t)+λx1(t))−1x2(t)}dτ.

Then, in virtue of Condition 1a), the following relation

|(k(t)+λx1(t))−1x2(t)|¬ d2c−1

holds. The statement of the theorem follows from last two inequalities and Lemmas 2
and 3. The theorem is proved.

On the base of Theorem 1, we conclude that the following theorem can be proved.
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Theorem 2 The mapping Uh of form (28) solves Problem 1.

Thus, Problem 1 is solved. Let us turn to the solution of the second problem. Note
that the inequalities

|ξh
1i − x1(τi)|¬ h, (32)

|ξh
2i − x2(τi)|¬ h, (33)

follows from (2) and (4) . Let

QT (·) = {v(·) ∈ L2(T ;R): |v(t)|¬ γ for a.a. t ∈ T}

and
V (x(·)) =

{
v(·) ∈ QT (·):

ẋ2(t)+ k(t)x2(t)+(λx1(t)+µ)x2(t) = v(t) for a.a. t ∈ T
}
.

Introduce the family of sets

Ṽ h(τi,ξh
i−1,ξ

h
i ) =

{
v ∈ R: (34)

|v|¬ γ, |v− k(τi−1)ξh
2i−1 − (λξh

1i−1 +µ)ξh
2i−1 − (ξh

2i −ξh
2i−1)δ

−1|¬ σ(2)
h

}
,

V h(·) =
{

v(·) ∈ QT (·):

v(t) = vi for a.a. t ∈ [τi−1,τi), vi ∈ Ṽ h(τi,ξh
i−1,ξ

h
i ), i ∈ [1 : m]

}
,

where

K3 = k1 +µ+λ(1+d1 +d2), K4 = kd2 +(k1 +µ)d4 +λ(d2d3 +d4 +d1d4)δ,

σ(2)
h = K3h+K4δ+2hδ−1.

Let, in addition,

V h(τi,ξh
i−1,ξ

h
i ) = vh

i = argmin{|v|: |v| ∈ Ṽ h(τi,ξh
i−1,ξ

h
i )}, i ∈ [1 : mh] (35)

and
vh(t) = vh

i−1 for t ∈ δi−1,h, i ∈ [1 : mh].

Lemma 4 Let v(·) ∈V (x(·)). Then, the inclusions

δ−1
τi∫

τi−1

v(t)dt ∈ Ṽ h(τi,ξh
i−1,ξ

h
i ), i ∈ [1 : m],

take place.
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Proof. Let f2(t,x1,x2) =−k(t)x2− (λx1+µ)x2. Then, for all t ∈ [τi−1,τi], the inequality

Φi(t)≡ | f2(t,x1(t),x2(t))− f2(τi−1,ξh
1i−1,ξ

h
2i−1)|¬ I(1)i−1(t)+ I(2)i−1(t)+ I(3)i−1(t)

is valid. Here,
I(1)i−1(t) = |k(t)− k(τi−1)||x2(t)|,

I(2)i−1(t) = |k(τi−1)||x2(t)−ξh
2i−1|+µ|x2(t)−ξh

2i−1|,

I(3)i−1(t) = λ|x1(t)x2(t)−ξh
1i−1ξh

2i−1|.

In virtue of (10) and (11), the following inequality

I(1)i−1(t)¬ kd2δ (36)

holds. In turn, from (33) and (14), we derive for t ∈ [τi−1,τi] the inequality

|x2(t))−ξh
2i−1)|¬ h+d4δ. (37)

Therefore, from (12) and (37), we get the estimate

I(2)i−1(t)¬ (k1 +µ)(h+d4δ). (38)

Note that
|ξh

1i−1|¬ 1+d2. (39)

Using (10), (32), (37), and (39), we derive

I(3)i−1(t) = λ|x1(t)x2(t)−ξh
1i−1ξh

2i−1|

¬ λ|(x1(t)−ξh
1i−1)x2(t)|+λ|ξh

1i−1(x2(t)−ξh
2i−1)| (40)

¬ λd2(h+d3δ)+λ(1+d1)(h+d4δ) = λ(1+d1 +d2)h+λ(d2d3 +d4 +d1d4)δ.

Combining (36), (38), and (40), we deduce that

Φi(t)¬ K4δ+K3h. (41)

Also, from the equality

δ−1
τi∫

τi−1

f2(t,x1(t),x2(t))dt = δ−1(x2(τi)− x2(τi−1)), (42)

we have ∣∣∣δ−1
τi∫

τi−1

f2(t,x1(t),x2(t))dt −
ξh

2i −ξh
2i−1

δ

∣∣∣¬ 2
h
δ
.
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In this case, from (41) and 42), it follows that the inequalities

∣∣∣δ−1
τi∫

τi−1

v(t)dt − k(τi−1)ξh
2i−1 − (λξh

i−1 +µ)ξh
2i−1 − (ξh

2i −ξh
2i−1)δ

−1
∣∣∣¬ σ(2)

h ,

i ∈ [1 : m],

are valid for any v(·) ∈V (x(·)). The lemma is proved.

Lemma 5 Let sequences {h j}∞
j=1 ⊂ R and {v j(·)}∞

j=1 ⊂ QT (·) with the properties

h jδ−1(h j)→ 0 as j → ∞, (43)

v j(·) ∈V h j(·), v j(·)→ v0(·) weakly in L2(T ;R) as j → ∞ (44)

be given. Then, v0(·) ∈V (x(·)).

Proof. Assume the contrary, i.e., v0(·) /∈V (x(·)). Then, there exist t1, t2 ∈ T , t1 < t2 such
that ∣∣∣ t2∫

t1

(k(t)+λx1(t)+µ)x2(t)dt + x2(t2)− x2(t1)−
t2∫

t1

v0(t)dt
∣∣∣= b > 0. (45)

Let j1 be such that, for all j j1 and all t∗, t∗ ∈ T with the properties 0¬ t∗− t∗ ¬ δ(h j),
the inequalities

∣∣∣ t∗∫
t∗

(k(t)+λx1(t)+µ)x2(t)dt
∣∣∣¬ b/8,

∣∣∣x2(t∗)− x2(t∗)−
t∗∫

t∗

v0(t)dt
∣∣∣¬ b/8 (46)

take place. Denote p j = min{t ∈ ∆h j : t ¬ t2} and q j = max{t ∈ ∆h j : t ¬ t2}. From (45)
and (46), we have

∣∣∣ q j∫
p j

{(k(t)+λx1(t)+µ)x2(t)+ ẋ2(t)− v0(t)}dt
∣∣∣ b/2 for j j1.

In this case, for j  j1, we obtain

3

∑
q=1

I(q)j  b/2, (47)

where

I(1)j =
∣∣∣ q j∫

p j

(v j(t)− v0(t))dt
∣∣∣,
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I(2)j =
∣∣∣ q j∫

p j

{(k(t)+λx1(t)+µ)x2(t)+ ẋ2(t)}dt

−
q j−1

∑
i=p j

τi+1∫
τi

{k(τi−1)ξ
h j
2i−1 +(λξh j

1i−1 +µ)ξh j
2i−1 +(ξh j

2i −ξh j
2i−1)δ

−1(h j)}dt
∣∣∣,

I(3)j =
∣∣∣ q j−1

∑
i=p j

τi+1∫
τi

{k(τi−1)ξ
h j
2i−1 +(λξh j

1i−1 +µ)ξh j
2i−1 +(ξh j

2i −ξh j
2i−1)δ

−1(h j)}dt

−
q j∫

p j

v j(t)}dt
∣∣∣.

Then, relation (44) implies the convergence

I(1)j → 0 as j → ∞. (48)

In turn, using (41), (15), (33), and (43), we deduce that

I(2)j → 0 as j → ∞. (49)

Taking into account the inclusion v j(·) ∈V h j(·), we obtain

v j(t) = vi j ∈ Ṽ h j(τi,ξ
h j
i−1,ξ

h j
i ) for t ∈ [τi,τi+1).

Consequently,

|vi j −{(k(τi−1)+λξh j
1i−1 +µ)ξh j

2i−1 +(ξh j
2i −ξh j

2i−1)δ
−1(h j)}|¬ σ(2)

h j
. (50)

In this case, from (50), we deduce that

∣∣∣ q j−1∫
p j

v j(t)dt −
q j−1

∑
i=p j

{k(τi−1)ξ
h j
2i−1 +(λξh j

1i−1 +µ)ξh j
2i−1 +(ξh j

2i −ξh j
2i−1)δ

−1}
∣∣∣ (51)

¬ (ϑ− t0)σ
(2)
h j
.

Due to (51), we conclude that

I(3)j → 0 as j → ∞. (52)

Relations (48), (49), and (52) contradict (47). The lemma is proved.
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Theorem 3 Let δ(h)→ 0, hδ−1(h)→ 0 as h → 0. Then, the convergence

vh(·)→ γ(·) in L2(T ;R) as h → 0

takes place.

Proof. Let

ṽh(t) =

 vh(t +δ) for t ∈ [0,ϑ−δ),

vh
mh

for t ∈ [ϑ−δ,ϑ].

First, we prove that ṽh(·) → γ(·) as h → 0 in L2(T ;R). To do this, it is sufischently to
prove that for any sequence {h j}∞

j=1, h j > 0, h j → 0 as j → ∞, the convergence

ṽh j(·)→ γ(·) in L2(T ;R) as j → ∞

takes place. Assuming the contrary, we conclude that there exists a subsequence
{ṽh j(·)}∞

j=1 (for simplicity we denote it by the symbol {u j(·)}∞
j=1) such that

u j(·)→ u0(·) ̸= γ(·) weakly in L2(T ;R) as j → ∞. (53)

Let δ j = δ(h j),

ū j(t)≡ u j,i = δ−1
j

τi+1,h j∫
τi,h j

γ(t)dt for t ∈ [τi,h j ,τi+1,h j). (54)

In view of Lemma 4, we derive the inclusion u j,i ∈ Ṽ h j(τi,ξ
h j
i−1,ξ

h j
i ). Consequently,

ū j(·) ∈V h j(·). Due to the rule of choosing the value vh
i , we have

|u j(·)|L2(T ;R) ¬ |ū j(·)|L2(T ;R). (55)

Using (54), we deduce that

|ū j(·)|2L2([τi,τi+1);R) = δ j|u j,i|2 ¬ δ−1
j

( τi+1∫
τi

|γ(t)|dt
)2

¬
τi+1∫
τi

|γ(t)|2 dt = |γ(·)|2L2([τi,τi+1);R).

Therefore,
|ū j(·)|L2(T ;R) ¬ |γ(·)|L2(T ;R). (56)
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Combining (55) and (56), we conclude that

|u j(·)|L2(T ;R) ¬ |γ(·)|L2(T ;R).

Consequently,
lim sup

j→∞
|u j(·)|L2(T ;R) ¬ |γ(·)|L2(T ;R). (57)

As well, in virtue of the known property of the weak limit, we obtain

lim inf
j→∞

|u j(·)|L2(T ;R)  |u0(·)|L2(T ;R).

This and (57) implies
|u0(·)|L2(T ;R) ¬ |γ(·)|L2(T ;R).

Then, in virtue of Lemma 5, we have u0(·)∈V (x(·)). Therefore, u0(·) = γ(·). This equal-
ity contradicts (53). So, ṽh(·)→ γ(·) as h → 0 in L2(T ;R). Further, we prove the second
statement of the theorem. We have

ϑ∫
0

|vh(t)− γ(t)|2 dt

¬
δ∫

0

|γ(t)− vh
0|2 dt +2

ϑ∫
δ

|ṽh(t −δ)− γ(t −δ)|2 dt +2
ϑ∫

δ

|γ(t −δ)− γ(t)|2 dt.

Using the relations γ(·) ∈ L2(T ;R) and |vh
0| ¬ γ, we deduce that the second and third

terms in the right-hand part of last inequality tend to zero as δ → 0. The second term
does not exceed the value 2|ṽh(·)−γ(·)|2L2(T ;R), that is infinitely small as h → 0, in virtue
of the proved convergence. The theorem is proved.

From Theorem 3, we conclude that the following theorem takes place.

Theorem 4 The mapping V h of form (35) solves Problem 2.

3. Conclusions

In the paper, two algorithms of stable reconstruction of unknown characteristics of
dynamical system described by second order nonlinear systems of ordinary differential
equations are specified. These algorithms are stable with respect to informational noises
and computational errors. The algorithms are based on constructions of the theory of
dynamic inversion.
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