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Abstract 
Creating and later learning one-way neural networks depends on many factors. 
Selecting many of them has estimated and experimental character. The 
suggested method is the Allows weakness of the influence of the not optimal 
choice of the net structure, also speed and momentum values are less influential 
in classic Back then Propagation Method. There are few modes of choosing 
elements to use in Followed algorithm  
Key words: neural networks, artificial intelligence, back propagation 

1 Introduction 

Simple to implement one-way, multi-layer, non-linear neural networks 
called MLP (Multi-Layered Perceptron) [1] are conventional. For practical 
use of the network, however, it is necessary to construct an appropriate net-
work structure as well as teaching it the proper reactions, relevant to the prob-
lem given. 

The principles introduced in the late 80's of the twentieth century, describ-
ing the capabilities of neural networks - each limited continuous function can 
be approximated with arbitrarily small error by a network with one hidden 
layer [2,5], moreover, any function can be approximated with arbitrary accu-
racy by a network with two hidden layers [2,4] - and the development of algo-
rithm of error back propagation (English EBP - Error Back Propagation) [4] 
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directly contributed to their prevalence, after earlier, long-term abandonment 
of research on them. For many applications, they are also predisposed by the 
relatively simple structure of the taught network, which combined with prop-
erly organized, parallel processing of signals allows for fast obtaining net-
work's reaction to change of the input parameters. 

Classification tasks are one of the key issues that are being solved with the 
usage of perceptron network. In the process of learning network „remembers” 
the patterns from the training ensemble and generalizes their forms in order to 
be able to recognize new input. This is obviously possible in the perfectly 
extending learning process. In practical applications such optimal solutions 
can be achieved by experimentation with learning parameters and network's 
structure. Each limitation of the number of experiments is therefore beneficial. 
Work developed method allows to reduce the impact of not-optimal network's 
structure and increases the speed parameter range of values and learning mo-
mentum, at which one achieves beneficial learning results. This method is an 
extension of the classic error back propagation method of enforcing a com-
mon standard for group of scales [6,7]. 

2 The selection of a multi-layer perceptron Network's structure  

Selecting the proper number of layers and neurons for the usage of the 
network in the problem given has highly experimental nature. Kolmogorov's 
theorem for its theoretical nature has little practical significance, and even 
then it can only refer to a network with a single output and moreover with 
a linear activation function. 

More significant in this regard is the statement: 
Let's suppose that Φ is any continuous sigmoidal function. Then for every 

continuous function f defined in the [0.1]  n> = 2, and for any ε> 0, there 
exists an integral number N and the ensemble of constants α i, θ i and in 
j,i=1,..., N, j = 1, ..., n, such that the function 
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approximates the function f, ie, 

|𝐹𝐹(𝑥𝑥1, … , 𝑥𝑥𝑛𝑛) − 𝑓𝑓(𝑥𝑥1, … , 𝑥𝑥𝑛𝑛)| < 𝜀𝜀 𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎𝑎𝑎𝑎𝑎 {𝑥𝑥1, … , 𝑥𝑥𝑛𝑛 }𝜖𝜖[0,1]𝑛𝑛   

However, it also has its limitations. For example, it cannot be used in clas-
sification problems for more than two groups. 

Apart from the problem of selecting the number of layers, the proper selec-
tion of number of neurons in each of them has great importance. Obviously, 
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too small number of neurons prevents network from learning, because the 
network has too small information capacity then. Alternatively, one could 
select too big network, but this solution has even several disadvantages. The 
least troublesome is the extension of the  learning time. The most impending 
the usage of the network is the fact that the redundant network tends to „over-
learn”. It manifests by a loss of the ability to generalize knowledge, which 
means that the network can recognize only the data from the training ensem-
ble in such case. It cannot properly identify the data, which are in scope of the 
task domain, but  have not been used during the learning phase. 

The number of neurons hidden in the network allows to estimate the so-
called Vapnik- Chervonenkis dimension (VCdim) [8]. This dimension for the 
ensemble of functions is defined as the maximum number of vectors, that can 
be grouped in all possible ways, by using the function from this ensemble. For 
the neural networks, it allows to estimate the generalization capabilities 
through expressing the relationship between them, the amount of learning 
samples, network's learning error and the generalization error. Unfortunately, 
the assignation of this dimension is usually very difficult and the evaluation is 
a very „imprecise”. 

( )nW NNVCNK lg12dim
2

2 +≤≤



  (2) 

where: 
K - the number of neurons in the hidden layer 
N - size of the input 
NW- the number of network scales 
Nn- the number of networks neurons 

In practice, this requires tedious testing networks with different amounts of 
neurons anyway. Such testing requires a cyclic learning, testing, and remov-
ing the redundant scales. And even using the algorithms: Optimal Brain Dam-
age [9] and Optimal Brai n Surgeon to reduce the network's structure, does 
not accelerate the process of obtaining its optimal working significantly. 
Therefore, it would be beneficial to obtain such a learning process that would 
allow the network with not optimal structure, to work as well as the optimally 
structured network.  

3 The method of enforcing the internal formulas 

In methods from the error back propagation group the algorithm is based 
on the assumption of minimizing the error E. This value is the sum of the 
errors calculated for each training data vector. In such methods, a change in 
the learning scale value depends directly only on its previous value. None of 
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these changes is combined with the change of the other scale in the same ite-
ration, and even in different iterations this change is indirect through the value 
of the inherited error. 

In the method of enforcing internal formulas it has been proposed, in the 
learning process, adding additional relations between selected scales [7]. 
These relations can be very simple. In the simplest case, it is the sum of 
scales. 

 
(3) 

Where B is the ensemble of selected for the „interlock” scales. Interlock 
word was used in quotation marks, because in reality one does not lock indi-
vidual value of scales, and only their sum. So in the process of learning the 
different scales may change, however in the way that their sum remains con-
stant - change then depends also on changes of other scale values in the group. 
Because of this in the solution space a hiperface is selected, on which the 
solution is being searched. 

Adding the condition caused the necessity to modify the redundancy defin-
ing the change of a single scale. This condition can be taken into account by 
using the method of Lagrange'a multiplicators. 

After the introduction of the condition [7] we get to solve the set of linear 
equations: 
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Where 𝑤𝑤1,𝑖𝑖+1
𝑝𝑝 ,𝑤𝑤2,𝑖𝑖+1

𝑝𝑝 , … ,𝑤𝑤𝑛𝑛 ,𝑖𝑖+1
𝑝𝑝  are searched values  of the scales in step 

i+1, 𝑤𝑤1,𝑖𝑖+1,𝑤𝑤2,𝑖𝑖+1, … ,𝑤𝑤𝑛𝑛 ,𝑖𝑖+1, scale values resulting from the classical method 
of error back propagation. The system can be easily solved, and the result 
gives new scale values. 

Blocking the sum of the scales is not only possible to use redundancy be-
tween the scales. Another type of relation between the scales can be their 
product. In this case, however, to keep the flexibility and speed of resolution 
one should be reduced with blocking the scales up to pair in the ensemble B: 

.constw
Bw

=∑
∈

1,1,

1,21,2

1,11,1

1,1,21,1

++

++

++

+++

=−

=−

=−

=+++

in
p

in

i
p

i

i
p
i

p
in

p
i

p
i

ww

ww

ww

Cwww

λ

λ

λ







Ways of Selecting Internal ... 

67 

 

𝑤𝑤𝑖𝑖𝑘𝑘  ∗ 𝑤𝑤𝑗𝑗𝑘𝑘 =  𝐶𝐶𝑘𝑘  𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝐵𝐵𝑘𝑘 = {𝑤𝑤𝑖𝑖𝑘𝑘  ,𝑤𝑤𝑗𝑗𝑘𝑘} (5) 

k - the number of another interlock and j k(w and k, in j l) is scale grouping in 
k-numbered relation. Therefore, in order to obtain new scale values in the next 
iteration it is necessary to solve ensemble k system of three equations. In 
every system there is one non-linear equation, the one with the interlock con-
dition. On the other hand, systems of equations themselves are independent 
from one another, which is ensured by the divisibility of the ensembles Bk. 

Interlock in the form of the sum  allows for finding the minimum of hyper 
planes which are parallel to each other, while a multiplicative relationship 
changes the direction of the search, which may be advantageous for the tar-
gets set. 

4 The ways of selecting the scales to „interlock” esembles 

In the testing phase, various criteria of selecting the scales in the form of 
both the interlock of the sum and the products were examined. For the addi-
tive relations the first method was the selection of scales with the highest ab-
solute value (maxAbs) [7], as the ones, that have quantitatively the greatest 
opportunity to influence the result of the networks performance. Resulting 
directly from the above method is the reverse method, which is the selection 
of scales with a value as close as possible to zero (minAbs). 

The third and fourth method include scales, the change of values of which 
resulted in the largest and respectively the smallest, change of error on the 
result of networks performance  in relation to the scales values (maxRatio [7] 
/ minRatio). The tests used a threshold value δ by which the scales were 
changed, afterwards  the full calculation was carried out for the learning data 
without modifying the values of scales. Obtained at the end root-mean-square 
error at the output of the network was divided by the value of the scale. One 
selected to interlock the scales, for which the so obtained value was the high-
est, or in the opposite method, the smallest. 

Another method, not algorithmic anymore, was a manual selection of 
scales. It showed, that blocking all the scales in the neighboring neurons de-
creases the learning results. 

For many „interlock” ensembles selection criteria were many groups re-
lated with one another, because in addition to the ranking of the groups algo-
rithms of division of the scales for more ensembles were also required. On the 
other hand, it was necessary to examine into how many ensembles the se-
lected scales can be divided, which resulted in the need for parameterization 
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of the scales finding including the number of groups algorithms. Selecting the 
groups process consisted of several steps: 
a. ranking arrangement the relative scales relative to criteria for one interlock 

maxAbs / minAbs, maxRatio / minRatio 
b. decision on the number of the groups and the number of scales in each 

group 
c. the way of selecting scales for each group 

 
The first step is analogical to the one with the selection of one group. The 

second determines the parameters with which we induce the third step algo-
rithm. In the second point were tested: 
- the number of groups equal to the number of classification groups 
- two groups  
- the number of interlock ensembles a grade larger than the number classifi-

cation groups  
- in the next stages of learning increasing or decreasing the number of 

groups 
 

Having the scales sorted out and information about the number of groups 
constructed as a selection criteria of them into the respective ensembles. For 
every above mentioned case, the described experiments were checked for 
different amounts of scales in the interlock ensemble. Obviously in the pre-
sented method for product interlock, the number of scales in the group is stiff-
ly set to two. 

Having sorted out the weight and the information about the amount of 
groups a group selection criterion in the respective sets is constructed. These 
criteria may be analogical to those described earlier for the single interlock 
group, but a multiplicity of groups significantly broadens the possibilities of 
choice. And so the basic criterion maxRatio can be  modified in  a number of 
ways. The simplest way is to assign a certain amount of scales with the high-
est module to the first group, subsequent to the second and so on („main” 
assignment). Because of this the most important, regarding the determined 
criterion, scales are grouped together. 

Another applied solution was assigning the scales to every group in order, 
first with the highest module to the first group, the next one to the second and 
so on. Thus, for example, with four groups into each group there will belong 
scales from every fourth position from ordered by selected criterion structure 
(„proportionate” assignment). 

Another modification was such the selection of the groups, that within 
a single interlock ensemble were the scales, which values of the applied crite-
rion are in balance. This means that the scales were paired up, the one with  
the biggest and smallest value of the module („equilibrium” assignment). 
Analogously, one can select the scales according to other criteria. 
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5 The results of tests on exemplary classifying networks 

The tests on the method have been conducted on the networks with the op-
timized structure for the task given, as well as on the redundant structure. In 
the first case, the difference between the non-interlock method, and the learn-
ing with enforcing the standard was not significant. However, at the stage of 
searching for the optimal networks structure, learning with enforcing the stan-
dard, noticeably improved the efficiency of learning. Networks with to big 
structure have decreased ability to classify data, absent in the learning ensem-
ble, so they generalize problem worse [6]. Blocking changes this situation. 

In both algorithms with blocking the sum and the product,  learning effec-
tiveness was highly dependent on the selection of the number of the groups, 
the scales in the group and the method of their selection. The tests were con-
ducted in the following way: the network structure was being generated, 
which was afterwards taught with the standard method, and the same network 
with the same initial scales with enforcing the standard and with the same 
parameters, such as learning speed and momentum, but with different me-
thods of enforcing the standard. The criterion of improvement was the num-
ber of identified samples from the test ensemble. Tests were conducted on the 
problem of classification of irises and the „Zoo” classification (based on 16 
features the animals were divided into 7 groups), the classification of the glass 
(10 features, the classification into two groups). The test files contain respec-
tively 45, 30 and 24 samples. Experiments for each set of blocked scales were 
repeated several times and the results provided in this thesis are the average of 
several tests for each of the networks. 

For all the three classification questions blocking the set containing more 
than 90% of scales from the network grouped in one ensemble resulted in the 
network almost completely ceased to learn (Table 1). No effect of the inter-
lock was observed with blocking about half of the scales from the network 
with all the possible methods. The network was learning comparatively to the 
absence of the interlock (Table 2). 

Table 1. Number of well examined samples at the average for 15 learning attempts of  
redundant network with different speed and momentum parameters for different me-

thods with the interlock of the majority of the scales in the network 

 Irises Zoo Glass 
Classic BP with 

momentum  
41.3 22.4 20.7 

maxAbs 13.8 11.4 10.2 
maxRatio 12.2 18.2 9.8 
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Table 2. Number of well examined samples at the average for 15 learning attempts of 
redundant network  with different speed and momentum parameters, for different 

methods with the interlock of the half of the scales in the network 

 Irises Zoo Glass 
Classic BP with 

momentum 
41.3 22.4 20.7 

maxAbs 41.1 21.8 21.6 
maxRatio 41.2 22.8 20.8 

 
Another attempt was based on increasing the amount of blocked scales, 

every 5000 iterations. With  maxAbs approach no improvement of the net-
work was observed. However, with maxRatio and classifying  network for the 
problem of „Zoo” smaller influence of the learning speed selection on the 
networks performance has been observed. As far as with the classical method 
the number of identified samples  ranged from 10 to 25 depending on the se-
lected learning speed n and the momentum than with the same parameters for 
the enforcing the standard method the interval was from 20 to 25 

This effect was observed as  well in case when in the first step half of the 
scales in the network were blocked by selecting them using the maxRatio 
method, and in subsequent steps, their amount was reduced to half. This time 
the benefit was observed in all three questions. The best results were obtained 
by blocking half of the scales in the first learning cycle (selected by maxRatio 
method), and in the next steps the ensemble was reduced by removing half of 
the scales (Table 3). The achieved results were on average 8.7% better than 
the conventional method. 

Table 3. The number of correctly identified samples on average for 35 samples of 
learning of the redundant network with different speed and momentum parameters, 

for different methods with decreasing number of scales blocked  
in the following stages 

 
Irises 
Stage 

I 

Irises 
Stage 

II 

Irises 
Stage 

III 

Zoo 
Stage 

I 

Zoo 
Stage 

II 

Zoo 
Stage 

III 

Glass 
Stage  

I 

Glass 
Stage 

II 

Glass 
Stage 

III 
Classic BP 

with momen-
tum 

20.1 35.7 41.6 11.7 18.4 22.9 13.8 19.5 21.9 

maxAbs 19.4 33.1 41.1 10.4 18.4 21.8 12.4 19.6 21.6 
maxRatio 20.9 35.8 41.9 15.8 19.1 26.2 12.1 21.0 22.7 

 
The next stage of the study was the selection of more than one group. The 

studies of this criterion for the sum had to be linked to choosing of the method 
of selecting the scales for the inter locks ensemble. 
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It proved that with moving the scales using maxAbs method and learning 
with many groups the criterion of scales selection has little importance. In the 
extreme case the completely randomly selected scales to three groups in the 
problem of irises achieved the results compatible with the best result from the 
selection using algorithms. The mean values of results of the experiments with 
maxAbs tables scheduling are shown in Table 4. 

Table 4. The number of well-recognized average samples for 10 experiments of 
learning of the redundant network with different speed and momentum parameters, 
for different methods with blocking different numbers of groups of scales and max-

Abs criterion together with sum blocking  

 Irises Zoo Glass 
Classic BP with 

momentum 40.2 23.1 21.4 

maxAbs 2 gro-
ups 39.1 23.4 22.1 

the number of 
groups as the 

number of net-
work outputs 

40.2 22.7 20.1 

Number of 
groups 10 or 

more 
40.1 39.4 21.5 

 
In case of selecting for interlocking the sum more than one group and ma-

xRatio scheduling criterion in some ways of scales selection to the ensemble 
the results did not differ significantly from the selection of one group with the 
exception of extreme cases, where on one hand the total discrepancy of the 
network occurred followed for the problem of glass classification and almost 
perfect performance of the network for the classification of irises. In the worst 
case for the glass classification the network in 4 cases in the 15 experiments 
did not give any correct classification. In the best experiment with the classi-
fication of irises the achieved result was equal to the performance of the op-
timal network. The overview of the results is shown in Table 5.  
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Table 5. The number of well-defined at the average samples for  15  to learn a redun-
dant network with different speed and momentum parameters, for different methods 
with blocking of different  amounts of groups of scales with maxRatio criterion as 

well as interlock of the sum 

 main 
 assignment 

equilibrium 
assignment 

proportional 
assignment 

Irises 
BP 41.2 

Irises 2 Groups 40.1 40.9 40.5 

Irises 3 Groups 40.0 44.1 41.5 

Irises 30 Groups 39.2 42.9 40.5 

Zoo 
BP 22.9 

Zoo 
2 Groups 21.6 21.5 23.8 

Zoo 
7 Groups 21.1 23.2 21.4 

Zoo 
70 Groups 18.9 22.4 21.5 

Glass 
BP 21.1 

Glass 
2 Groups 12.1 21.5 20.2 

Glass 
10 Groups 19.6 14.2 22.3 

6 Summary 

The enforcing the internal standards method, regardless of its form can 
improve the redundant networks chances in recognizing the data, which is not 
part of the learning subject. Although the network continues to achieve worse 
results than the optimal network, but they are very similar and in situations 
where the quick reaction of the neutron network is needed without the seeking 
of the optimal structure the described method can bring measurable time ben-
efits. 
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