
351

INTRODUCTION

With the development of new technologies, 
3D techniques are gaining significance. They are 
used in modelling, industrial production, 3D print-
ing and animation. A technology finding increas-
ing application is additive manufacturing. It in-
volves manufacturing parts by 3D printing based 
on a digital model. It is important to note that the 
print can be made from a variety of materials. 
The most common materials are thermoplastics 
and resins[1, 2]. Metals and composites are of-
ten used in industry[3]. It is also possible to print 

from ceramic materials[4] or food products[5]. 
3D models are also widely used to document 
valuable artefacts [6] and can serve as a way of 
verifying their completeness. They are also used 
to store medical examination data or 3D models 
coming from motion capture [7, 8]. In many cas-
es, protecting the 3D model against falsification 
or any modification is crucial [9, 10]. It is also 
important to verify its authenticity. Such protec-
tion can be done by cryptographic techniques, but 
they can be inconvenient by limiting access to the 
3D model data. The best way of authenticity and 
originality verification is their fingerprinting. This 
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is because the originality proof is attached di-
rectly to the digital data which eliminates the risk 
of losing the proof. Most of the methods are de-
signed to protect digital models [11, 12]. Some of 
them are designed in such a way as to enable wa-
termark to survive the conversion of a 3D model 
to an analogue form [13, 14]. This can be impor-
tant in the case of verification of the originality of 
some products [15] and their traceability [16]. In 
this case, digital data stops being connected to the 
model but an appropriately created watermark is 
possible to read from the printed model [17].

Fingerprinting, alongside steganography or 
watermarking, is one of the data hiding tech-
niques. Whereas in steganography a high stegan-
ographic capacity and transparency are required, 
in watermarking robustness and imperceptibility 
are the most important [18]. Fingerprinting needs 
to be fragile and introduce as little distortion as 
possible. A fingerprint, also called a fragile water-
mark, is proof of data’s originality. Fingerprinting 
aims to mark a set of data in such a way that even 
its smallest modification can be detected [19]. 
Any data modification should destroy the finger-
print or be doubtless evidence that the data has 
been tampered with [20]. Until now, few fragile 
watermarking methods for 3D models have been 
invented. Moreover, they are not without short-
comings, such as significant interference caused 
by a large number of modified bits and low com-
putational efficiency.

To solve such problems and ensure a simple, 
computationally efficient and less prone to distor-
tion verification mechanism, a novel fragile wa-
termarking scheme for 3D models is proposed. 
The main contributions of the paper include the 
verification of the whole 3D model authenticity 
– its geometry and texture, an originality verifi-
cation mechanism based on HMAC and discrete 
wavelet transform, as well as an examination of 
the influence on the interference level of attaching 
additional data into 3D mesh vertex coordinates.

The number of modified bits and the interfer-
ence level were significantly reduced in the pro-
posed method. No visual distortion is introduced. 
The method can detect a single-bit change.

The rest of the paper is organised as follows. 
The remainder of the introduction presents a re-
view of 3D model fingerprinting methods. The 
3D models, used transformations and the pro-
posed method are described in the section on 
materials and methods. Discussion and results 
examine the influence of the changes introduced 

on model distortions, a discussion of the results 
obtained, and a comparison with other methods. 
A summary of the argument can be found in the 
conclusions section.

Related works

In the literature, many robust 3D model wa-
termarking methods can be found [21, 22]. They 
are used for content copyrighting [23]. Various 
techniques of embedding are being used in them, 
all aimed at obtaining high robustness of the at-
tached watermark [24]. Each of these techniques 
attaches data in the defined domain. Spread spec-
trum methods are used to disperse changes in the 
whole model [22, 23]. Low-resolution approxi-
mation [25] helps to improve robustness. Vertex 
space is used to simplify attachment [26], and 
spherical harmonic transform space makes the 
attached data more difficult to identify [27]. Ver-
tex norms distribution histogram bins or sparse 
quantisation index modulation space [26] are oth-
er techniques for improving robustness.

In the case of fragile watermarking methods ro-
bustness is not necessary so the most often vertex 
space is used to embed the watermark [27, 28]. Au-
thors are also using the space of a mantissa of vertex 
coordinates, a model of connection points, spherical 
coordinate space, hash transform space, watermark 
digest or Karhunen-Loeve transform space [20].

In [29] a method for 3D video fingerprinting 
is proposed. The method uses depth-image-based 
rendering to attach a fingerprint. The goal of the 
method is to make it easier to find duplicated 
videos on the Internet. Due to this, the method 
ensures the fingerprint’s robustness to certain at-
tacks, similar to the procedure in [30], which re-
lies on dividing the model into submeshes. The 
fingerprint is a combination of mean distances 
between the model gravity centre and groups of 
vertices; thus it is possible to confirm model orig-
inality even if some changes are introduced. In 
[31] a watermark embedding is done by introduc-
ing slight changes to the geometry of a 3D model. 
The method allows for the detection of which ver-
tices have changed their positions. No informa-
tion is given about how small changes can be de-
tected. To verify texture’s authenticity additional 
techniques have to be incorporated.

Paper [32] presents a semi-fragile watermark-
ing method that hides data in integral invariants 
by changing the position of selected model verti-
ces along with their neighbours.
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The methods presented in papers [33, 34] at-
tach the watermark data by making small changes 
to the geometry of the 3D object. An image is used 
as the watermark. Verifying the originality of the 
image requires comparing the extracted watermark 
with its original. In [35] a stegokey can be used, 
but it is optional and used rather as a cryptographic 
key to encrypt the payload before embedding. Pa-
per [36] proposes hiding the watermark by modify-
ing the position of selected model vertices in such a 
way that their position relative to the neighbouring 
vertices allows encoding fingerprint data. Due to 
the fact of modification of a significant number of 
vertices (38%-45%), the authors had to take care of 
reducing the introduced distortion and implement 
a mechanism for selecting vertices for modifica-
tion in such a way that moving one vertex does not 
change the information encoded in another one. In 
[37] the problem of the influence of introducing 
changes to previously attached information was 
solved by marking triangles storing watermark 
data. Marked triangles and their vertices cannot be 
modified. The authors of [38] present a numerically 
stable fingerprinting algorithm based on modifying 
the position of selected vertices by modifying the 
values of their coordinates. The algorithm allows 
the detection of the locations of modifications to 
the model and their type. In [39] a watermarking 
method dedicated to computer-aided plant design 
topology protection is presented. A watermark is 
embedded by modification of a mantissa of re-
al-valued sphere-polar coordinates. Under the term 
mantissa, we understand a part of a floating point 
number expressed as a*10n, where: a is the mantis-
sa, n is the exponent.

In work [35], the watermark is attached to 
the spherical coordinates system using the quan-
tisation index modulation technique. The pro-
posed approach achieves a low level of intro-
duced distortion and avoids causality and con-
vergence problems. In [40] genetic algorithm 
usage was proposed to reduce the level of intro-
duced interference. 

Apart from the above discussion, an atten-
tion should be put on the computational com-
plexity of watermarking algorithms. All of these 
are processing all (N) vertices of the 3D model. 
The above solutions use such transformations as: 
 • discrete cosine transform having computation-

al complexity O(Nlog2N),
 • discrete Fourier transform having complexity 

O(N2) or O(Nlog2N) in the case of fast Fourier 
transform,

 • discrete wavelet transform with a computa-
tional complexity of O(N),

 • other operations with a computational com-
plexity of O(N).

In the proposed algorithm an integer lifting 
scheme is used. It is an efficient algorithm for 
calculating wavelet transform based on the Haar 
wavelet. Its computational complexity is O(N). 
Because it processes only a defined number of 
chosen coordinates (no more than 1536) it needs 
a smaller number of calculations. 

MATERIALS AND METHODS

3D models

Six models of various types, sizes and struc-
tures were utilised in the study. This diversity not 
only reflects the real-world variety of 3D models 
encountered but also enables the exploration of 
unique challenges and opportunities presented by 
each model type. The diversity in the origin of 
3D models brings variations in spatial and mate-
rial properties, which can significantly impact the 
effectiveness of steganographic techniques. For 
example, the material properties in a CAD model, 
such as reflectivity and texture, differ greatly from 
those in a photogrammetry-based model. The 3D 
models used are presented in Table 1.

The standard format for saving 3D models is 
“gltf”, which is saved as a binary file “glb”. This 
file contains a 12-byte header, chunk 0 storing 
JSON declarations and one or more data chunks 
containing vertices, textures and buffer views. 
The data chunks also encode the 3D model mode 
used in the file. Three modes of model represen-
tation are available: points, lines and triangles. 
This paper focuses on 3D models represented as 
a point cloud.

Steganography

Steganography allows a payload to be hid-
den inside digital data. It aims to provide mecha-
nisms for secret communication. This is achieved 
by hiding the information in another medium in 
such a way that it is challenging to detect the 
changes that have been made. Hiding is done 
by slightly modifying the original data. Many 
steganographic methods are known, such as the 
method of least significant bits (LSB) and its 
modifications, methods hiding data in the wavelet 
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transform, Fourier transform, cosine transform 
and other transforms, pixel value differencing 
and many others [18, 41]. LSB methods hide data 
in the spatial domain, changing the position of 
vertices or the colour of chosen pixels of the tex-
ture. Methods hiding in a transform domain are at 
first performing a transform on original data and 
next attaching data by modifications of transform 
coefficients. Inverse transform allows for obtain-
ing the original format of data. Some methods 
are based on artificial intelligence solutions to 
reduce introduced interference level [42]. Steg-
anographic methods are designed to enable data 
to be hidden in sound, images, video, 3D models, 
and others [19, 43]. This is because of the various 
properties of these media. For each medium, an-
other method will be appropriate. Each data type 
has specific properties to mask the presence of 
hidden data. An example would be images where 
frequency changes or slight colour changes of 
individual pixels are difficult to detect. Such 
features as steganographic capacity, robustness, 
transparency and security should be taken into 

consideration [18]. In the case of watermarking, 
high robustness and transparency are important, 
while in secret communication it is transparency 
and capacity that are significant. For fingerprint-
ing also called fragile watermarking it is crucial 
to obtain a high transparency and fragility of the 
attached watermark [37].

Discrete wavelet transform

The wavelet transform is one type of data 
transformation. As a result of the transformation, 
a new representation of it is obtained called the 
transform of the data. Wavelets are widely used 
in the field of signal processing, data compres-
sion and analysis [44, 45]. They are beneficial in 
analysing transients and waveforms characterised 
by high variability [46]. The continuous wavelet 
transform was proposed by Marlet-Grossman. 
For one-dimensional signals represented as an 
x(t) function, it has the form:

  𝑤𝑤(𝑎𝑎, 𝑏𝑏) = 1
√𝑎𝑎 ∫ 𝑥𝑥(𝑡𝑡)∞

−∞ 𝜓𝜓 ∗ (𝑡𝑡−𝑏𝑏
𝑎𝑎 ) 𝑑𝑑𝑡𝑡, (1) 

 
 𝑎𝑎𝑚𝑚,𝑛𝑛 = ∑𝑥𝑥(𝑡𝑡) 𝜓𝜓𝑚𝑚,𝑛𝑛(𝑡𝑡). (2) 

 
 X2k ∑ln−2kAn hn−2kDn, (3) 

 
 𝑜𝑜𝑑𝑑𝑑𝑑𝑗𝑗+1,𝑖𝑖 = 𝑜𝑜𝑑𝑑𝑑𝑑𝑗𝑗,𝑖𝑖 − 𝑃𝑃(𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑗𝑗,𝑖𝑖) (4) 
 
 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑗𝑗+1,𝑖𝑖 = 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑗𝑗,𝑖𝑖 + 𝑈𝑈(𝑜𝑜𝑑𝑑𝑑𝑑𝑗𝑗,𝑖𝑖), (5) 

 
 𝑃𝑃𝑆𝑆𝑁𝑁𝑁𝑁 = 10 ∗ 𝑙𝑙𝑜𝑜𝑙𝑙10

𝑁𝑁∗�⃗⃗�𝑉 𝑚𝑚𝑚𝑚𝑚𝑚
∑ �⃗⃗�𝑉 𝑖𝑖∗−�⃗⃗�𝑉 𝑖𝑖2𝑁𝑁

𝑖𝑖=1
 (6) 

 

 𝑀𝑀𝑆𝑆𝑀𝑀 = ∑ (�⃗⃗�𝑉 𝑖𝑖∗−�⃗⃗�𝑉 𝑖𝑖)
2𝑁𝑁

𝑖𝑖=1
𝑁𝑁  (7) 

 

 𝑁𝑁𝑀𝑀𝑆𝑆𝑀𝑀 = √∑ (�⃗⃗�𝑉 𝑖𝑖∗−�⃗⃗�𝑉 𝑖𝑖)
2𝑁𝑁

𝑖𝑖=1
𝑁𝑁  (8) 

 

 𝑆𝑆𝑆𝑆𝑆𝑆𝑀𝑀(𝑆𝑆1, 𝑆𝑆2) =  (2∗𝜇𝜇𝑚𝑚𝜇𝜇𝑦𝑦+ 𝐶𝐶1)(2𝜎𝜎𝑚𝑚𝑦𝑦+ 𝐶𝐶2)
(𝜇𝜇𝑚𝑚2+ 𝜇𝜇𝑦𝑦2+ 𝐶𝐶1)(𝜎𝜎𝑚𝑚2+ 𝜎𝜎𝑦𝑦2+ 𝐶𝐶2)

 (9) 

 
 𝑑𝑑(𝑀𝑀,𝑀𝑀′) =  1

|𝑀𝑀| ∑ |𝑒𝑒𝑖𝑖
|𝑀𝑀|
𝑖𝑖=1 − 𝑒𝑒𝑖𝑖

′| (10)
 
1.  

 (1)

Table 1. 3D models used in the research
Model Parameters Model Parameters 

 

name: 
gate 

 

name: 
tree 

size [kB]: 
25600 

size [kB]: 
5500 

number of vertices: 
1088313 

number of vertices: 
213 292 

generation technology: 
scan 3D 

generation technology: 
computer design 

 

name: 
sculpture 

 

name: 
pinecone 

size [kB]: 
4700 

size [kB]: 
13400 

number of vertices: 
86938 

number of vertices: 
58057 

generation technology: 
photogrammetry 

generation technology: 
Scan 3D 

 

name: 
brick 

 

name: dinosaur 

Size [kB]: 
136400 Size [kB]: 2400kB 

number of vertices: 
17300 

Number of vertices: 
8527 

generation technology: 
scan 3D 

Generation technology: 
computer design 
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where: ψ(t) is the basis wavelet, * denotes the 
coupling of the function, a is the scale pa-
rameter of the basis wavelet (a>0) while 
b is its offset, and t denotes time.

For discrete data, it is not possible to compute 
the continuous wavelet transform. In this case, 
the Discrete Wavelet Transform (DWT) is used, 
which is the equivalent of the continuous trans-
form and allows you to work with digital data. 
The DWT is determined according to the formula:
 

 𝑤𝑤(𝑎𝑎, 𝑏𝑏) = 1
√𝑎𝑎 ∫ 𝑥𝑥(𝑡𝑡)∞

−∞ 𝜓𝜓 ∗ (𝑡𝑡−𝑏𝑏
𝑎𝑎 ) 𝑑𝑑𝑡𝑡, (1) 

 
 𝑎𝑎𝑚𝑚,𝑛𝑛 = ∑𝑥𝑥(𝑡𝑡) 𝜓𝜓𝑚𝑚,𝑛𝑛(𝑡𝑡). (2) 
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 𝑜𝑜𝑑𝑑𝑑𝑑𝑗𝑗+1,𝑖𝑖 = 𝑜𝑜𝑑𝑑𝑑𝑑𝑗𝑗,𝑖𝑖 − 𝑃𝑃(𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑗𝑗,𝑖𝑖) (4) 
 
 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑗𝑗+1,𝑖𝑖 = 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑗𝑗,𝑖𝑖 + 𝑈𝑈(𝑜𝑜𝑑𝑑𝑑𝑑𝑗𝑗,𝑖𝑖), (5) 

 
 𝑃𝑃𝑆𝑆𝑁𝑁𝑁𝑁 = 10 ∗ 𝑙𝑙𝑜𝑜𝑙𝑙10

𝑁𝑁∗�⃗⃗�𝑉 𝑚𝑚𝑚𝑚𝑚𝑚
∑ �⃗⃗�𝑉 𝑖𝑖∗−�⃗⃗�𝑉 𝑖𝑖2𝑁𝑁

𝑖𝑖=1
 (6) 

 

 𝑀𝑀𝑆𝑆𝑀𝑀 = ∑ (�⃗⃗�𝑉 𝑖𝑖∗−�⃗⃗�𝑉 𝑖𝑖)
2𝑁𝑁

𝑖𝑖=1
𝑁𝑁  (7) 

 

 𝑁𝑁𝑀𝑀𝑆𝑆𝑀𝑀 = √∑ (�⃗⃗�𝑉 𝑖𝑖∗−�⃗⃗�𝑉 𝑖𝑖)
2𝑁𝑁

𝑖𝑖=1
𝑁𝑁  (8) 

 

 𝑆𝑆𝑆𝑆𝑆𝑆𝑀𝑀(𝑆𝑆1, 𝑆𝑆2) =  (2∗𝜇𝜇𝑚𝑚𝜇𝜇𝑦𝑦+ 𝐶𝐶1)(2𝜎𝜎𝑚𝑚𝑦𝑦+ 𝐶𝐶2)
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 (9) 

 
 𝑑𝑑(𝑀𝑀,𝑀𝑀′) =  1

|𝑀𝑀| ∑ |𝑒𝑒𝑖𝑖
|𝑀𝑀|
𝑖𝑖=1 − 𝑒𝑒𝑖𝑖

′| (10)
 
1.  

 (2)
In the discrete wavelet transform process, the 

vector of data is analysed using a basis wavelet, 
which is moved along the vector to be analysed 
and its correlation with the corresponding part of 
the signal is determined, resulting in a transform 
coefficient. Once the whole signal has been anal-
ysed, its representation is obtained. It consists of 
two parts: approximations and details. The detail 
contains the high-frequency components of the 
signal while the approximation of the signal is its 
low-frequency representation. This approxima-
tion can again be subjected to a wavelet transform 
obtaining results at the next level of decomposi-
tion. The wavelet transform is an iterative multi-
resolution analysis of the signal [47].

At each level of decomposition, a different 
level of the analysed signal details is obtained. 
This is used, among other things, in the process of 
de-noising the signal or removing unwanted com-
ponents from it. In the case of the present work, 
the authors used wavelet transform coefficients 
to hide additional data by modifying their values. 
By performing an inverse wavelet transform, the 
data was reconstructed and the introduced chang-
es were dispersed throughout the data vector. The 
inverse discrete wavelet transform (IDWT) is cal-
culated according to the formula:
 X2k =∑ln−2kAn +hn−2kDn (3)
where: the term ln-2k An  involves the low-pass l 

filter applied to the approximation coef-
ficients An , and hn-2k Dn involves the high-
pass filter h applied to the detail coeffi-
cients Dn  [47].

Lifting scheme

The lifting scheme is a variation of the Haar 
DWT, which first implements a lazy wavelet 
transform and then calculates detail integer co-
efficients. The lazy wavelet transform doesn’t 

perform any calculations on the signal data. It 
separates the even and odd samples of the sig-
nal. It outputs two signals: one containing all the 
even-indexed samples and another containing 
all the odd-indexed samples. The signal given to 
this wavelet is subsampled into odd and even ele-
ments, which is done in an initial splitting step. 
The lazy wavelet transform is followed by the 
predict and update steps, which approximate in-
put data. The goal of the predict step is to foresee 
that the odd element will be equal to the even ele-
ment. The odd element in a new iteration equals 
the difference between the predicted function of 
the even value of the element and the previous 
odd element.
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Even elements instead are defined as an aver-
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where: U is an update function, usually a scaling 
one, used to preserve certain features of 
the signal [48].

In the proposed method the lifting scheme 
was used. This transform was chosen because 
the inverse transformation returns integer values. 
This allows a simple and computationally effi-
cient substitution of digits from the original ver-
tex coordinates with digits from the inverse trans-
formation result. Another reason for choosing the 
lifting scheme is this transform’s low computa-
tional complexity (O(N)).

Fingerprinting method

In the designed method, the fingerprint will 
be hidden in the coordinates of the selected ver-
tices. Each vertex of the model is represented by 
three coordinates specifying its position in the 
Cartesian coordinate system. The coordinate is a 
real number written to seven decimal places. This 
accuracy is due to the standard of storage of 3D 
models, which is GL Transmission Format (glTF). 
Data hiding is done by modifying the values of 
selected digits of selected vertex coordinates. The 
vertices’ coordinates are numbered consecutively. 
The ones to be modified are then selected. Their 
numbers are indicated by values generated by a 
pseudo-random number generator.
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Selection of digits to store fingerprint

Current 3D models used in modern applica-
tions such as additive manufacturing or object 
evidence are characterised by a large number of 
vertices. The sequence containing the fingerprint 
consists of 512 numbers, each stored as a two-
digit number with a sign (see section Fingerprint 
attachment). This gives a total of 1536 charac-
ters to encode. Attaching a watermark therefore 
requires 1536 digits to be modified in the vertex 
coordinates. Since each vertex is described by 
three coordinates, it is sufficient to modify the co-
ordinates of 512 vertices assuming that only one 
of the numbers of each coordinate is modified. At 
the cost of introducing slightly more distortion 
into the model, it is possible to reduce the number 
of vertices used to 86. The 6 digits of each coordi-
nate of the selected vertices are then used.

The selection of digits to hide the finger-
print starts by determining the number of verti-
ces in the model (N). If this is greater than 512, 

the coordinates to be modified are selected. The 
selection of coordinates depends on the stegano-
graphic key. In the proposed implementation of 
the algorithm, the coordinates of the vertices were 
numbered sequentially with integers in the range 
from 1 to n, where n=3*N. A pseudorandom num-
ber generator initialised with a seed stored in the 
steganographic key was used. With it, n integers 
are drawn at random to determine the coordinate 
numbers used to hide the fingerprint. Integers are 
drawn from the range (0-n>. This causes a uni-
form distribution of watermark in the whole 3D 
model. The scheme of the algorithm of vertices 
coordinates to use choose is presented in Figure 1.

One digit in each of the selected coordinates 
is modified. The selection of the digit is also con-
trolled by the steganographic key. Preference 
should be given to the least significant digits due 
to the lowest level of distortion introduced.

If the number of vertices is less than 512, the 
fingerprint is hidden by using more digits of the 
selected coordinates. For models with fewer than 

Figure 1. Scheme of the algorithm of coordinates choice
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86 vertices, the proposed method does not work 
due to the insufficient steganographic capacity of 
the model. By steganographic capacity, we mean 
the size of data that can be hidden in a 3D model. 

Fingerprint

The fingerprint is the HMAC value calculated 
using the key stored in the steganographic key. The 
HMAC value is calculated from a dataset contain-
ing the 3D object’s textures and vertex coordinates. 
HMAC can be calculated from any size data so 
there are no limits to the size of 3D model to fin-
gerprint. Because the selected vertex coordinates 
will be modified when attaching the fingerprint, the 
calculation of their HMAC value must be preceded 
by an appropriate preparation. For this purpose, the 
digits selected to store the fingerprint are replaced 
with zeros. The set of vertex coordinates prepared 
in this way is appended to the dataset, from which 
the SHA512 HMAC value is then calculated. This 
operation results in a 512-bit long binary sequence, 
which is hidden in the previously selected digits of 
the vertex coordinates.

Fingerprint attachment

The first 512 digits selected to attach the fin-
gerprint are placed in a one-dimensional 512-el-
ement matrix (D). This matrix is transformed 
using a lifting scheme [48]. This operation re-
sults in a 512-element coefficient matrix. These 
coefficients are used to hide the previously cal-
culated HMAC value. Hiding is implemented by 
subtracting or adding integers to the values of the 
coefficients. Modifying the coefficients of the lift-
ing scheme by an integer value ensures that the 
inverse transform will generate integer values. 
The method of modifying the coefficients of the 
transform is controlled by the steganographic key. 
In its simplest form, an encoding of binary values 
can be used: an even value of the integer part of 
the transform coefficient corresponds to a binary 
zero and an odd value to a binary one.

The modified coefficient values are given 
to the input of the inverse lifting scheme. This 
transformation converts them to a set of 512 in-
tegers (S). These numbers are appended to the 
fingerprinted 3D model. However, due to the in-
troduced modifications, they can take two-digit 
values and be negative. Therefore, it is not pos-
sible to directly replace the digits selected to hide 
the fingerprint with the obtained values. Each 
number from set S is encoded on three digits of 

the 3D model. The first one is used to encode the 
sign: an odd value of the number means a nega-
tive value, and an even value is a positive one. The 
second digit is replaced by the number of tens of 
the obtained number and the third by the number 
of unities. The use of the proposed coding makes 
it possible to include 512 obtained numbers by 
modifying the values of 1536 digits selected for 
fingerprint hiding. The scheme of the fingerprint 
attaching algorithm is presented in Figure 2.

Stegokey

A steganographic key is a data set that con-
trols the process of attaching data and extracting 
it. Without knowledge of the key, reading the 
hidden data is difficult and computationally inef-
ficient [9]. In the proposed solution, the stegano-
graphic key includes:
 • a seed to initialise a pseudo-random number 

generator allowing to determine the coordi-
nates that will be used to hide the fingerprint,

 • a secret key for calculating the HMAC value,
 • the position of the digits to be modified,
 • the algorithm for encoding the HMAC value 

in the values of the transform coefficients.

Fingerprint extraction

To verify the originality of the model, it is 
necessary to read the hidden fingerprint. A stegan-
ographic key controls the reading process which 
starts from determining the set R of 1536 numbers 
that were used to hide the fingerprint. These num-
bers are identified using the mechanism used dur-
ing fingerprinting. Next, they are passed to the de-
coding process. Its scheme is shown in Figure 3. 
As a result of decoding, an array S containing 512 
numbers is obtained. Then it is processed using a 
lifting scheme. Values of the obtained coefficients 
are used to decode the HMAC value according to 
the algorithm shown in Figure 4.

3D model authenticity verification

Verification of whether the model is original or 
has been altered is done by calculating the HMAC 
value of the 3D model according to the algorithm 
described in the fingerprint section and then com-
paring it with the HMAC value extracted from the 
fingerprint. If the two values are identical, this con-
firms that no changes have been made to the model 
since it was fingerprinted. An inconsistency in the 
compared HMAC values means that the model 
was subject to modifications after fingerprinting.



358

Advances in Science and Technology Research Journal 2024, 18(8), 351–365

Interference metrics

3D model fingerprinting involves modify-
ing the position of selected vertices. This results 
in a change in the shape of the 3D object. We 

consider these changes as distortions. To make an 
objective assessment of the interference caused 
by fingerprinting, it is necessary to use distortion 
measures. Due to the nature of the modifications 
introduced, this paper uses such measures as peak 

Figure 2. Scheme of a fingerprint attachment

Figure 3. Scheme of the S array decoding process
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signal-to-noise ratio (PSNR), mean square error 
(MSE) and structural similarity (SSIM) defined 
for 3D models. PSNR is a measure of distortions 
calculated according to the formula:
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is the most remote point from the centre 
of the model, 
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 is the current vector in 
the fingerprinted model, and 
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responding vector in the original model. 
The bigger the PSNR, the less distorted is 
the model.

The MSE is a measure that describes the dis-
tance between points of the original model and 
the modified one. The smaller the MSE value, the 
less altered the model. It is calculated according 
to the formula:
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The root mean square error is calculated ac-
cording to the formula which corresponds to the 
square root value of the MSE:
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Structural Similarity Index Measurement 
(SSIM) is a measure originally used to compare 
the structural similarity of images. It can also be 
utilised in 3D objects comparison, for example, 
operation on orthographic projections of the mod-
el. It is then calculated according to the formula:
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where: μx is the mean over a window in the origi-
nal 3D image, μy is the mean over a win-
dow in the fingerprinted 3D image, σx is 
standard deviation (square root of vari-
ance) over a window in the original 3D 
image, σy is standard deviation (square 
root of variance) over a window in the 
fingerprinted 3D image, σxy is co-variance 
over a window between analysed images, 
x and y refer to a local window in the ana-
lysed images, C1 and C2 are small con-
stants as it is in Eq. (9) [49].

L2 measurement is a metric describing the 
distance between surfaces in 3D space. It can be 
used to measure average distortion for all vertices 
with the following formula:
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where: M and M’ are original and watermarked 
models, and vi and vi’ are positions of the 
ith vertices in the models [37].

RESULTS AND DISCUSSION

Interference introduced by model 
modifications

The proposed method attaches data by modi-
fying the position of the model’s vertices. It is 
therefore important to evaluate the effect of the 
modifications made on the distortion of the mod-
el. Since the coordinates of the vertices are repre-
sented by numbers written with a precision of seven 
decimal places and hiding consists of modifying 
the values of selected digits of these coordinates, 

Figure 4. Scheme of the HMAC decoding process
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a study was conducted to determine the amount of 
distortion caused by modifying the digits at the nth 
decimal place in all coordinates and 1536 selected 
coordinates. The level of distortion introduced by 
modifying 1536 digits at different decimal places 
was also determined. This study aims to determine 
the optimal selection of digits for modification al-
lowing to minimise the distortion introduced into 
the fingerprinted model. In this examination se-
lected digits were converted to random values. The 
results obtained are shown in Table 2.

The results presented in Table 2 showed that 
as the significance of the modified digit increases, 
the level of interference introduced rises. From 
the proposed method’s point of view, it is inter-
esting to see what effect modifying the 1536 coor-
dinates has on the level of distortion. The results 
obtained revealed that modifying the digits from 
the third decimal place onwards causes negligible 
distortion (marked bold in Table 2). They reached 
a PSNR under 50dB for all models tested. Modi-
fication of two digits in each coordinate that re-
duces the number of modified coordinates did not 
significantly affect distortion levels. Models with 
modified digits at 6 and 7 decimal positions in 
768 vertices achieved results that were between 
those achieved for models with one digit modi-
fied in 1536 vertices at 7 and 6 decimal positions 
(marked grey in Table 2). This makes it clear that 
it is possible to hide the fingerprint by modifying 

the digits at the nth and subsequent decimal po-
sitions in the coordinates, and that this will not 
introduce greater distortions than would be intro-
duced if the fingerprint were hidden by modifying 
the 1536 digits at the nth decimal position.

The proposed fingerprinting method also has 
implications for the distortion of components 
produced from fingerprinted models. The basic 
unit of measurement in the analysed glb format 
files is the metre. This means that a value of 1 
in the vertex coordinate corresponds to one me-
tre. Modifying the digit in the vertex coordinate 
at the seventh decimal place by one causes the 
vertex to be shifted on the printout by 0.0001mm. 
A maximum modification of a digit at the seventh 
decimal place shifts the vertex on the printout 
by 0.0009 mm. Model fingerprinting will result 
in up to 1536 model vertices being shifted. For 
3D printing, such distortions are usually irrel-
evant, because the precision of printers is around 
0.1mm. Resin printers can achieve precisions of 
about 0.025 mm. This means that in practice, a 
change of 0.0009 mm is likely too small to be 
physically realised in the printed model, as it’s 
below the precision threshold of most 3D printers. 

When modifying digits at the sixth decimal 
place, the loss of precision of the model can be 
up to 0.009mm and for digits at the fifth decimal 
place up to 0.09mm which can be a problem when 
dealing with high-precision parts.

Table 2. Interference level introduced by modification of chosen digits in vertices coordinates as PSNR

Modified digits
PSNR [dB]

tree pinecone sculpture gate brick dinosaur

7th decimal place in all coordinates 167.6 124.9 138.0 157.7 149.7 159.3

6th decimal place in all coordinates 129.7 105.8 119.0 143.6 136.3 142.2

5th decimal place in all coordinates 109.5 85.8 99.0 125.1 116.4 122.2

4th decimal place in all coordinates 89.5 65.8 79.0 105.1 96.3 102.5

3rd decimal place in all coordinates 69.5 45.8 59.0 85.1 76.3 83.2

2nd decimal place in all coordinates 49.4 25.8 39.0 65.1 56.3 62.5

1st decimal place in all coordinates 49.3 21.9 29.8 45.1 36.3 42.4

7th decimal place in 1536 coordinates 158.9 132.0 147.3 150.5 155.0 148.3
6th decimal place in 1536 coordinates 138.7 112.4 127.0 150.7 135.2 127.9
5th decimal place in 1536 coordinates 119.5 92.5 107.6 131.1 115.6 108.3
4th decimal place in 1536 coordinates 99.7 71.9 86.8 110.1 96.2 88.4
3rd decimal place in 1536 coordinates 79.3 52.4 67.2 90.4 75.8 68.4
2nd decimal place in 1536 coordinates 59.9 34.4 47.2 70.9 54.5 48.6

1st decimal place in 1536 coordinates 39.8 16.1 30.1 50.5 37.0 26.2

7th and 6th dec. places in 768 coord. 141.3 125.0 129.7 152.9 137.5 129.2
7th, 6th, 5th dec. places in 512 coord. 122.7 96.5 111.4 134.7 118.8 110.1

2nd – 7th dec. places in 256 coord. 66.3 40.6 55.6 78.4 60.4 54.5
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Model fingerprinting

The models shown in Table 1 were finger-
printed using the proposed method. For each of 
them, the values of the introduced distortions 
were calculated, and it was evaluated whether the 
originality of the model could be correctly veri-
fied. The results obtained are shown in Table 3.

Change detection

To verify that the proposed method correctly 
detects modification of model data, a test was 
conducted by changing a randomly selected bit of 
the fingerprinted model. The method’s ability to 
detect changes in the texture and position of the 
model’s vertices was tested. The test of the ability 
to detect changes in vertex coordinates was di-
vided into two independent tests. The first tested 
the ability to detect changes in digits that were not 
used to attach the fingerprint. In the second, the 
bits encoding the digits used to attach the finger-
print were modified. In addition, it was verified 
whether the method could detect modification of 
the order of vertices without changing the values 
of their coordinates. Each test was repeated 1,000 
times and the results are shown in Table 4 as the 
percentage of correctly detected modifications in 
the test group.

The results showed that the proposed method 
can detect modifications introduced in any of the 

protected areas of the 3D model with 100% ef-
ficiency. The digits used to attach the fingerprint 
are also protected. Even though they are subject 
to modification and have not been included in the 
dataset from which the HMAC value is calculat-
ed, changes to their values are detected. This is 
because modification of any digits used to append 
the fingerprint causes a slight change in the trans-
form coefficients, making it impossible to read 
the correct fingerprint.

The proposed method was finally validated 
by fingerprinting very large 3D scans of architec-
tural objects made available as part of the work 
presented in [50, 51]. The method allowed seam-
less labelling of the models and the detection of 
the smallest changes made to them.

Comparison to other solutions

The proposed fingerprinting method was 
compared with other solutions described in the 
literature. However, it should be emphasised that 
only a few solutions can confirm the originality of 
the 3D model and detect the change of a single bit 
of the model. Moreover, it is impossible to make 
an exact comparison, because each author uses 
different models of 3D objects in his work. In ad-
dition, the authors rarely use measures of distor-
tion of 3D objects. Due to the lack of complete 
data on each method, the comparison was made 
based on available data.

Table 3. Performance of the proposed fingerprinting method

Model PSNR RMSE SSIM L2 MSE Originality 
verification

tree 158.6 3.9x10-4 99.6% 9.0x10-5 1.51x10-7 successful

pinecone 131.9 7.39x10-4 99.9% 7.4x10-4 5.46 x10-7 successful

sculpture 147.3 6.08x10-4 99.9% 1.7x10-4 3.7 x10-7 successful

gate 149.9 2.94x10-4 99.9% 5.3x10-5 8.65 x10-8 successful

brick wall 154.2 1.2x10-3 99.7% 7.2x10-4 1.45 x10-6 successful

dinosaur 148.3 1.45x10-3 99.7% 1.3x10-3 2.09 x10-6 successful

Table 4. Efficiency of the proposed method in modifications detection
Model / type of 

modification
Texture 

modification
Coordinate 
modification

Modified digit 
modification Vertices swap

tree 100% 100% 100% 100%

pinecone 100% 100% 100% 100%

sculpture 100% 100% 100% 100%

gate 100% 100% 100% 100%

brick wall 100% 100% 100% 100%

dinosaur 100% 100% 100% 100%



362

Advances in Science and Technology Research Journal 2024, 18(8), 351–365

The methods presented in [32, 33] allow a wa-
termark originality verification by analysing how 
many parts of the watermark were recovered. This 
means that the methods allow for a certain level of 
model changes and do not allow for the detection 
of minor modifications. It only operates on the 3D 
model data without considering its textures or of-
fering to check its originality, the same as the meth-
od presented in [52]. In [34] an original watermark 
is needed during verification to compare with the 
extracted one. Moreover, the procedure of vertices 
modification is complex due to the necessity of 
modifying vertices coordinates in the correct or-
der. The methods proposed in [33, 53] require an 
original watermark to verify the originality of the 
3D model. It allows coarse detection of modified 
portions of the model but does not provide confi-
dence in detecting small changes. It also doesn’t al-
low to detect single bits modifications. In addition, 
this method does not have a steganographic key, 
which gives the possibility of falsifying the water-
mark and makes it easier to detect its presence. The 
solution described in [36] modifies the position of 
a significant number of vertices (38%-45%). For 
typical models consisting of thousands of vertices, 
the modifications will involve a much larger num-
ber of vertices than the proposed method (1536), 
resulting in a significantly higher level of intro-
duced distortion. Authors of [36] use the average 
distance (AD) as a distortion measure. It is calcu-
lated as the average distance between original and 
modified models’ vertices distance. For the model 
examined in [36], authors declare AD ranging from 
10-5 to 0,25 depending on used parameters’ values. 
The fingerprinting with the proposed method re-
sults in AD=10-5. The method allows the detection 
of model distortions and their locations. The au-
thors do not specify how significant the distortions 
must be to be detected. However, the design of the 
algorithm, which examines the distance of a vertex 
from the barycentre of its neighbours and verifies 
whether it is within a defined range, indicates that 
small changes will not be detected. The same argu-
ments arise when analysing the method proposed 
in [40]. The method modifies the positions of all 
vertices. Interference visibility reduction is possi-
ble by genetic algorithm usage.

The numerically stable fingerprinting al-
gorithm proposed in [38] allows for detecting 
modifications of single bits of model coordi-
nates. However, this is done at the cost of signif-
icant distortion – the number of shifted vertices 
ranges from 20% to 31%. Quite smaller but still 

significant distortion is introduced by the method 
presented in [37], where 12 to 16 percent of verti-
ces are used to embed the watermark. The method 
presented in [39] is dedicated to the protection of 
computer-aided plant design. The proposed meth-
od is semi-fragile, which means that it is not able 
to detect changes in single bits. In the method 
proposed in [35], the size of the detected chang-
es depends on the quantisation step. The problem 
with the presented method is the necessity of hav-
ing information about the gravity centre of the 
original model. The method presented in [54] en-
sures fully blind fingerprint verification and can 
survive some common attacks and reduction of 
model floating-point precision. That results in the 
possibility of the introduction of small changes 
that will not be detected. The best of the methods 
mentioned seems to be the one presented in [20]. 
It is characterised by a very small fingerprint size 
(128 bits) and low distortion level (PSNR from 
299 to 317dB), but it gives false negatives dur-
ing fingerprint verification. Moreover, it is more 
time-consuming than the proposed method be-
cause it calculates the hash value for each pair of 
vertices encountered in the perimeter.

In addition to the above arguments, it should 
be noted that none of the presented algorithms 
take into account the evaluation of the texture 
integrity of the 3D model. Some of the authors 
mention such a possibility, but this problem was 
not developed in any of the cited works.

While this comparison provides insights into 
the relative strengths and weaknesses of various 
methods, it should be interpreted cautiously due to 
the aforementioned limitations. A more rigorous 
comparison would require standardized testing 
conditions and complete data across all methods.

CONCLUSIONS

There are few methods for fragile fingerprint-
ing of 3D models. It is crucial to ensure an effi-
cient mechanism of 3D model authenticity verifi-
cation to avoid falsification or unintended mod-
ifications in valuable 3D models that cannot be 
modified (3D models for printing, heritage scans, 
motion capture recordings). Most authors are still 
focused on ensuring robustness and allowing for 
some object modifications. There is a need for a 
tool for model authenticity and integrity verifica-
tion that ensures a very low level of interference 
and allows the detection of single bit change. 
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Moreover, methods presented in the literature are 
focused on the geometrical shape of a model. It 
leaves a gap for texture verification. The method 
proposed in the paper fills the gap and offers the 
method for a 3D model authenticity check. It can 
detect a change of a single bit in model geometry 
or texture, making it possible to detect any chang-
es to the model. A stegokey allows for spreading 
a fingerprint along the whole 3D model avoiding 
modification of many vertices in one region. A 
low level of introduced interference guarantees 
invisibility of the introduced changes and does 
not affect the model. The number of modified 
coordinates is constant independent of the model 
size. This makes the large models fingerprinting 
computationally efficient. The proposed method 
is reliable and does not give false positives or 
negatives as it happens in some other methods.

Future studies of the method will focus on 
minimising the introduced distortion by appropri-
ately selecting the digits to be modified, so that 
the introduced value changes are minimised. 

The issue of minimising the distortion intro-
duced into the model is an open research prob-
lem. The authors plan to continue research in two 
directions. The first is the appropriate selection 
of digits for modification, so that the changes in 
values introduced are minimised. The second is 
to add functionality that allows modifications to 
be made to designated parts of the model, which 
will enable fingerprinting of models containing 
parts that cannot be distorted. A separate research 
issue is the applicability of the proposed method 
in augmented reality and virtual reality.
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