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Considering the non-linear characteristics of tb#vation functions, the entire
task is multidimensional and non-linear with a riméidal target function. Imple-
menting evolutionary computing in the multimodatiopzation tasks gives devel-
opers new and effective tools for seeking the dlobiaimum. A developer has to
find the optimal and simple transformation betwéles realization of a phenotype
and a genotype. In the article, a two-layer nenstivork is analysed. In the first
step, the population is created. In the main algoriloop, a parent selection mecha-
nism is used together with the fitness function.ealuate the quality of evolution-
ary computing process different measured charatiesiare used. The final results
are depicted using charts and tables.
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1. Introduction

Genetic Algorithms (GA) and Evolutionary Algorithn@BA) are in some re-
spect inspired by the process of natural selecttogiven environment is filled
with a population of individuals that strive forrgival and reproduction. The fit-
ness of these individuals represents their chaofcegrvival. Between the concepts
of natural evolution and computer calculation orem @ppoint the following
relation [1]:



Environment — Solving problem
Individuals — Candidate solution
Fitness value — Quality or target.

Everybody should be very careful when interpreting results achieved; taking
into account the differences between a naturalrenmient and a computer envi-
ronment built with silicon and mathematics. Frone thistorical point of view,
three different implementations of the basic idaaehbeen developed. In the USA,
Fogel, Owen and Walsh introduced Evolutionary Paogning (EP), while Hol-
land called his method a Genetic Algorithm (GA);Germany Rechenberg and
Schwefel invented the Evolution Strategy. Since0198l streams following the
general idea emerged as Genetic Programming (G#RY.tNe whole field of evo-
lutionary computing is known as Evolutionary Algbrn (EA). In the article the
last term is used.

In the article, an EA is implemented to a two-lapetificial Neural Network
(ANN) in the teaching process. An ANN has valuatiaracteristics, such as ap-
proximating any non-linear mapping and generaliggtiparallel and distributed
computation, learning and adaptation. Both paralled distributed computation
especially correlate with the genetic and evolwrgralgorithm structures. Evolu-
tionary Algorithms are interpreted as a generadbipadf a genetic algorithm. In an
EA, the evolution principle and inheritance are lienpented, as well as using the
appropriate data structure according to the soltésg. For an ANN a real figure
matrix is applied. Using this, the appropriatedatéons of operators are used.

2. Standard learning algorithm structure

The simplest ANN structure is described as a twe#&NN (Fig. 1). The in-
put vector datX are put into input neurons, which are multipligdappropriate
matrix W1 weight coefficients of an ANN structure. Usindfelient types of acti-
vation function, the output signal of the first émys calculated as vectbr Again
this vector is multiplied by matri¥V2 weight coefficients and after the activation
function, the output vector is achieved. In the next step, this vector is carag
with the teaching vectat and the target functio® value is calculated. As a teach-
ing function, the minimum of the mean square effdiSE) is usually used.
According to the ANN scheme structure, a set afhfdeas is calculated.

Stepping back from the left to the right, the tarfgaction is calculated:

Q= -2)"*(¥~-2) (1)
where:

Y — the output vector of a two-layer ANN,
Z — the teaching vector, one from the epoch set.
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The ANN outputy has the following vector structure form

Y = F(W2 * U) (2)

where:

F — the vector’s structure of the activation fungtio

W2 — the output layer’s matrix of the weight coa#ius,

U — the internal vector that is the output vectothef hidden layer.

The vectorU represents the output of the hidden layer. Thedrnidayer plays a
fundamental role in the ANN learning algorithm. Tihput vectorX is divided into
vectorU of the higher dimensionality in a new space.

U=FW1xX) 3)

where:

F — the vector's structure of the activation funotidsually it is a sigmoid or a
tanh function,

W1 — the hidden matrix of the weight coefficients,

X —the input vector, one from the epoch.
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Figure 1. Backpropagation algorithm structure for a two-lag&IN

In the next step two differences are calculated\W andW2 appropriately,
and all weight coefficients are modified. So, tteration is finished and the new
input vectorX and the learning vector Z from the epoch are ws®tithe entire
procedure is repeated. Only one model of matrixghtecoefficients W1, W2) is
used (using the EA terminology: only one individislused). In the EA, a set of
individuals is generated. Evaluating the outputtaed’ is fulfilled in a parallel
way, so the gradient calculation is unnecessary.
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3. Evolutionary Algorithm structure

The basic model is different in an EA calculatigve have to define the set of
ANN individuals with one inpuY and the output learning vectar(Fig. 2). These
individuals are a unit of selection. Their repratile success depends on how well
they are evaluated by the target function. The nsoiceessful individuals have a
higher ability to reproduce in the next generatiddditionally, mutations give rise
to new individuals to be tested. Thus, as the titangpasses, there is a chance in
the constitutions of the population. The wholedfehdividuals is known as a pop-
ulation. In an ANN every individual is representgdthe weight coefficients, both
matricesWl, W2, which connect the input signAlwith the outputY. In the EA
terminology, a matrix is defined as two chromosomea individual calculation
entity. A chromosome contains a set of weight goeffits known as genes. Genes
are expressed in natural figures. This is the bdifierence between EA and GA.
Remember, that in the GA all genes have bit reptasen.

popsize popsize

w2l le .-

[ Chromosom 2 ] [ Chromosom 1 ]

Figure 2. An EA algorithm structure for two chromosomes ambpsizepopulation

Target function is a set ofppsizandividual’s target function.

q) =[®1 q)z q)3 mq)popsize] (4)
Every individual’s target function is calculateccading to formulas (5) and (2), (3)
min ®P = (Y?P - 2)T % (YP - 2) (5)

where:
p =p,p% p3, ... pPoPs?¢ _the set of individuals.

Thus, a set of genes creates a chromosome. AcgawliRig. 2, an EA struc-
ture contains the “number of individuals” dimensbty, popsize The input vector
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XP[0: Ny], in a parallel way is sending into tip@psizematrix W1 - vector U

- matrix W2 = to output vectoly. All output vectors’?[0: N, ] are evaluated and
the fitness functiond? for every individual is calculated. One of the mos-
portant and necessary parameters is the numbedividuals (or parents), and
the number of offspring (childred) The decision is not simple. If one decides to
increase the number of both the individuals andaffigpring, the algorithm will
look through the solving space better. But, ondtieer hand, this process is time-
consuming and finding the final solution could l&st long. Comparing Figures 1
and 2 one can see the main differences betweeandast backpropagation algo-
rithm and an EA structure. A backpropagation atpamiis serial. Solving space is
indwelled by an algorithm using information contdnin the target function gradi-
ent. An EA is a parallel algorithm. In a paralleayy the set of individuals
indwells solving space, looking for the best indivals fitted to the target function
(the solving task).

4. Evolutionary Algorithm’s components

In literature, one can find many different variaofsan EA. But there are
common technics behind all of them. There is a fajmn of individuals within
some environment (giving a target function). Thieskviduals compete using the
natural selection (survival of the fittest). Thiis,turn, causes a rise of the popula-
tion. Giving the target function (the quality fuimt to be maximized), an algo-
rithm randomly creates a set of candidate solufitre target function is applied as
an abstract fithess measure. On the basis of fiiteess values some of the better
candidates are chosen to seed the next generatinch is fulfilled by applying
recombination and mutation to them. Therefore, gcating the variation opera-
tors on the parents, a new set of candidates isrgd (the offspring). A new
target function value is evaluated and competit®wrreated. For competition, a
different algorithm is used — the fittest, the nmaxim age. This process can be
iterated until a candidate with the maximum quaiétyfound. To summarize, one
can conclude [1]:

« EAs are population-based. They process a wholeatah of candidate
solution in a parallel way.

e EAs can use recombination, mixing information fromo or more candi-
dates and mutation for one candidate.

» EAs are stochastic using a lot of randomly gendrdéda.

Below, the most important components of EAs areriesd:

* Individuals' representation. For an ANN a set ofrroas will be applied.

« Evaluation function, target function or fitness ¢tion.

* Population dimensionalitygopsize.
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¢ Individual (parent) selection.
e Variation operators. Recombination and mutatiorihi® matrix structure
will be applied.

* Replacement (survival selection mechanism).
The general block scheme of the EA is given in F@g8L It contains all the main
components and the relations between them. Evegkbh the scheme could be
realized in many ways and could be implementeddrious algorithms, which are
also described in Figure 3.

Algorithm parameters

U

Creation of popsize individuals

i

r) Calculation of target functicns

I

Stop criteria ? H
Il

SUS individuals selection Quality

U learning for
verification
Crossover operator data?

!

Normal Mutation operator

!

Copy new individuals to parents

¥

Figure 3. Scheme of Evolutionary Algorithm structure

4.1. The representation of an ANN weight coeffitsen

As stated above, an ANN layer structure is desdriéi® the weight coeffi-
cients matrice$V1, W2. For the long input vectdX, the hidden vectod and the
output vectorY, the matrices’ dimensionality could be big andtaona lot of
weight coefficients.
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For the input vectol, = 50, the hidden vectoN; = 80 and the output vector
N,= 30, matrices’ dimensionalities are:

W1= ||4080]]| figures.
W2= ||2480|| figures.

Total number of genes = 6560. For the binary regmtedion, the total bit
number will be huge. The final conclusion is simplasing binary code for matrix
weight coefficients representation is not adequateontrast, taking the real value
matrix weight representation is the appropriatdsies. From the calculation point
of view, the coding and decoding step is omitte@ach iteration. The algorithm
works faster. The main role of the evaluation fiorgt target function or fitness
function is to represent the requirements the gifmr should adopt to meet. It is
the base for the selection step and it boosts ivgonents.

4.2. Evaluation function

As it is standard in an ANN teaching process, thieimum of the mean
square error (MSE) is used (1).

It should be as minimal as possible. However, ircanthe maximum of the
target function is required to use the proporti®&éction. The simplest method is
to change the minimum to the maximum,

max{—®(x)] = min[®(x)]. (6)

But this simple method cannot guarantee that-al(x) > 0, which is re-
quired by the proportional selection. A better vimyo add the constant number
to all fitness values, achieving

C—d(x)=0. (7)

The problem is that it is hard to select the prdpealue. IfC is small, it can-
not guarantee that — ®(x) > 0 for all individuals. For an ANN teaching target
function, the maximum of fitness value in the cotr@opulation is calculated,
which guarantees that

q)max (X) - (I)(x) = 0. (8)
In this way, the minimum optimization problem coblel changed to:
max{®pay (x) — P(x)}. )

4.3. Population dimensionality

The role of a population is to represent a possblation. In an ANN, the
population is a multi-set of matrices and forms ainé of evolution. In almost all
EA applications the population size is constant dods not change during the
iteration process. The selection operators (twp;gparent selection and survival
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selection) work on the population level. But, imntrast, the variation operators
(crossover and mutation) act on parent individualgopulation should have an
adequate property. The main parameter is knowniagsity and measures the
number of different solutions (12). Other statistimmeasures, such as variation
(14) and entropy, are used. If thepsizepopulation is big, diversity is usually
better, but an algorithm needs more time to evaltia target functions. A set of
formulas is calculated to measure the EA’s charisties:

Dnax = Viepopsize Vjepopsize 1 Pmax = ®i = Pj} (10)
Dnin = Viepopsize Vjepopsize { Pmax = Pi < @} (11)
A=®py — P (12)
Paper = e T O, (13)
Var =—L— s SPPE(G; — by,)? (14)

where:
@, — the average value of the fitness function fbpapulation,
Var — the variation value as a diversity measure.

4 4. Parent selection mechanism

Selection process imitates natural selection bgtgrg fitter individuals high-
er opportunity to be selected into the crossovecegss. Individual “i” in the cur-
rent population has a fitness valde. Fitter individuals have more chances to be
selected and a relative fitness value of individuslcalculated:

_ D;
pi = z:i=popsizecl)

i=1 i

In the program selection, an algorithm is simuladbgdthe roulette and this
process is known as roulette wheel selection (RWShis way, some individuals
in the population will be selected more than oneeé some will never be selected.
But, from time to time, the fitter individuals cauhot be selected by RWS. This
process is known aelection biasTo avoid this for an ANNstochastic universal
sampling(SUS) is used, as suggested by Baker [2]. RWS hasaoow. If the
arrow stops at area “i", an individual “i” is seted. RWS is carried out in a serial
way. SUS hapopsizeuniformly distributed arrows (Fig. 4). If any awdi” stops

at area “J", “|” individuals are selected. SUS werln a parallel way and could
perform proportional selection without bias.

(15)
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SUS selction idea
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Figure 4. Stochastic Universal Sampling algorithBource [5]

4.5. Mutation operator

In an EA implementation, only the mutation operasgoroposeduUsing
the mutation probability parametpy,, selected from the whole population, a
gene could be modified by Uniform Mutation.
w1P

ij= rand (a, b) (16)
Wij = rand(a, b) a7

Wherea, b are the upper and lower domain value, respectivelyhis algorithm,

one can define the domain parameters in an anpitnary. A better result is

achieved using Normal Mutation. For a normal disttéd randomly, the possible
of the mutant value will be in the range:

(w£—3-a;wg-+3-a) (18)
Whereo is the standard deviation. Mutation is calculdigdormula (19).
wlfj(n +1)= wi’;(n) +0-N(0,1) (29)
w2l (n+1) = w2[;(n) + o - N(0,1) (20)

5. Numerical example

A simple classification problem was investigatedaasexample for a two-
layer ANN with configuration 3-7-1 (3 input neurgng hidden, 1 output).
Data located in a three-dimensional space have tddssified in two categories:
-1 and O.
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Figure 5. Three population characteristics: minimum, averag® maximum target
function values as a function of iteration numbéutation parameter: sigma = 1

An Evolutionary Algorithm used selection and a niiota operator as main
algorithmic forces. A cross operator was ignoreor & mutation operator, two
parameters were used: sigma, according to formd@ps and (20), modified the
weight matricedV1, W2 coefficients with probability,, = 0.01. To study the learn-
ing process’ dynamic characteristics, only sigma wadified. In Figure 5, the
entire learning process can be divided into twdspakt the beginning, all three
parameters (minimum, average, maximum) are grehger zero. After about 40
iterations, a set of population achieves the mimmtarget function value and the
learning process could be finished, but the avevadee is still greater than zero.
After 80 iterations, the algorithm was stopped.
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Figure 6. Three population characteristics: minimum, averag® maximum target
function value as a function of the iteration numbe
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In Figure 6, for sigma = 0.5 all characteristicstioé learning process go more
smoothly. The average value achieves zero in amgatsyic way. In Figure 7,
a variation operator is shown.
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Figure 7. Variation as a measure of selection pressure.

The variation operator characterizes the popul&iativersity and, for
sigma = 0.5, a population very quickly concentratesind the target function (the
minimum value is close to zero). For sigma = 0.5cam observe that the selection
pressure is too high. As far as the algorithm’biitg is concerned, it is not a good
strategy as it converges too fast.

6. Conclusion

An ANN calculates the output value Y using all tleurons in layers (hidden
and output), which are working in a parallel wagieTnodern computers with mul-
tiprocessors and programming languages have tHe toause ANNSs in a wide
area. An EA, using real figures value in genesprtusome and population repre-
sentation as the basic for its structure, can igesame computers and program-
ming features. So, the connection of these twcstowreases the final calculation
power and speed. The article, in a very abbrevifdeah, describes all the main
features and elements of an EA structure. In thrutzdion example, SUS selection
process and Normal Mutation algorithms were usexith® replacement mecha-
nism the simplest algorithm was used, too. Pphpsizeindividuals (parents) gen-
erate the same offspring number, so the populagi@onstant during the iteration
procesu = 4. Using a threshold activation function, an aldortneeds less itera-
tion to achieve the final target function valueingsa standard sigmoid function,
a backpropagation algorithm needs more iteratioactieve the saturation value.
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There are two important issues in the evolutiorcess: population diversity and

selective pressure. These factors are relatedn@rase in the selective pressure
decreases the diversity of the population, gied versa Strong selective pressure

supports the premature convergence. Future wotlbwitoncentrated on the adap-
tation algorithm for Normal Mutation. The sigma @@ueter has to change its val-

ue. When the learning algorithm starts, the sighwukl be quite big and should

decrease during iteration.

REFERENCES

[1] Eiben A.E., Smith J.E.Introduction to Evolutionary Computingsecond Edition,
Springer 2003, 2015.

[2] Michalewicz Z.: Genetic Algorithm + Data Structure = Evolutionaryrdgrams
Springer-Verlag Berlin Haidelberg 1996.

[3] Montana DJ, Davis L.: Training Feedforward Neuratiork Using Genetic Algo-
rithms. Proceedings of the 1989 International Joanference on Artificial Intelli-
gence", Morgan Kaufmann Publishers, San Mateo C3919

[4] Goldberg David E.Genetic Algorithms in Search, Optimization, and Kae Learn-
ing, Addison-Veslay Publishing Company, Inc. 1989.

[5] Xinjie Yu, Mitsuo Gen:Introduction to Evolutionary AlgorithmSpringer London
2010

[6] Nolfi Stefano, Floreano Daridzvolutionary RoboticsThe MIT Press, Cambridge,
Massachusetts, London 2000.

130



