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Introduction

In personal computers, mobile phones, DSP systeensdmputational proces-
ses are performed, which are repeated with a peoattiding with the input data
arrival. These algorithms are represented by the ftav graphs (DFG). DFG is a
directed graph, whose nodes represent the operatatsarcs, or dataflows represent
the means for the data transmission. Among DFGsythehronous dataflow graphs
(SDFs) are very popular. In SDF each actor gereratel consumes a number of
variables, which is unchanged from cycle to cy&l@].

The homogeneous SDFs, and multirate SDFs are glissined. In the multirate
SDF the number of variables, that are consumedgperated by a node in a single
cycle can be more than one. To simplify the analydi the multirate SDF it is
usually converted into equivalent uniform SDF [Zhe article deals only with
homogeneous SDFs. To get the optimal structuratisol it is necessary to find the
schedule of the algorithm execution in SDF. Thilarteals with a new scheduling
method based on spatial SDF, which provides the daarch for both effective
schedule and structure of the datapath.
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1. Scheduling for SDF

Consider an example of a test algorithm for cormguthe second order digital IR
filter, which implements the frequency responsecfiom [3]:

1+bz* +dz™
H(z2) =——————
(2 1+az'+cz?
It is computed due to the following equations
U=X-aU4-ClUz Y=U+bus+du 1)

wherex;, y; are the input and output data samples. These egsare computed by
SDF, shown in Fig.1. The nodes of multiplicatiodd@ion, input-output, delayed
variable are marked by “+”xX*, empty circle, and bold point, respectively. ot
arrow means the interiteration dependency, andaddd by a delay, marked by the
thick line.

Fig. 1. SDF of the second order IIR filter

The SDF scheduling is one of the steps of the d#ttegynthesis. The other steps are
resource selection, resource assignment, strudirgierg, control unit synthesis.
When SDF is mapped into the structure by the orma® rule, then a single
algorithm iteration is implemented fdr = 1 clock cycle. This schedule is
determined by the behavior of SDF, and the del&ylselogic circuits, in which the
graph nodes are mapped. But because of the gragthlef the critical path this
schedule is non-rational. In this example, the tlengf the critical path is
Tc=tu + 2ts, wherety, ta are multiplier, and adder delay, respectively.

The most popular scheduling methods for limitedoueses, and execution time
consider the acyclic SDF subgraph. These methodslist scheduling, force
directed scheduling [4]. The register allocatioreffectively implemented by the
Tseng heuristic, and by the left edge schedulitng dse of the cyclic interval graph
takes into account the cyclic nature of the SDBtlgm [5]. The retiming methods,
and the graph folding methods simplify the SDF niiagp3,6].

Each step of the datapath synthesis is usuallyopegd independently, so as the
most of the methods reduces the possibility ofgliobal optimization. For example,
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the hardware cost optimization during the resosggection is in contradiction with

the cycle time minimizing during the scheduling.I®e a method of the datapath
synthesis is proposed in which the steps of regosetection, operator scheduling,
and resource allocation are implemented in a sirsié® providing the more

effective optimization.

2. Spatial SDF and its schedule

In [7] the method of the datapath synthesis is ril@sd, in which SDF is presented
in the three-dimensional space in the form of gldis = (K, D, A), whereK is the
matrix of vectors-nodek;, which mean the operatoi,is matrix of vectors-edges
D;, performing the links between operatoAds the incidence matrix of SDF. In the
vectorK; = (k, s, ti)T the coordinatek;, s, t; correspond to the type of operator, the
processor unit (PU) number, and the clock cyclee SDF graph in such a
representation is called as spatial SDF.
Spatial SDF is splitted into the spatial configimatKss = (Ks, Ds, A), and event
configurationKgr = (K, Dt, A), which correspond to the datapath structure,itnd
schedule. By this splitting the vectdfs= (k, s, t)' are decomposed into vectors
Ks = (k,s)", corresponding to the PU coordinates, and ve#grst;, which mean
the execution time of the relevant operators inkRUThen the temporal component
Dy =t of the vectorD; is equal to the delay of transfer, or processihghe
relevant variable.
We can assume that the matdencodes some acceptable solution, since the matrix
D is calculated by the equation

D = KA (2)
The structural optimization consists in finding Isuc matrixK, which minimizes a
given quality criterion. It is possible to specidy matrix Do which provide the
minimum value offc. Then the vectork; are found from a relationship

K = DoAy ™, 3)
whereDy, is the matrix of vectors-noded, is the incidence matrix of the maximum
spanning tree for SDF. When looking for effectitistural solution, the following
relations have to be considered. Spatial SDF igl vdl the matrixK has no two
identical vectors, i.e.

OKK; (KizK;,iz j). (4)
The schedule with the period bfclock cycles is correct if the operators, which ar
mapped into the same PU, are performed in differgcies, i.e.

a Ki,Kj(ki:k",Szﬁ):)ti_ftijd L. (5)
Moreover, the next operator is executed no eati@n the previous one, i.e.

0D, #Dp; (t 2 0). (6)
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whereDy, is the vector of the interiterational dependeBgg= (k;, 5, -wL)', which
means a delay iw algorithm iterations. The operators of the sanpe tyhould be
mapped into PU of the same type, i.e.

KiKjOKpki=ki=p, $=§=0q), [Kq <L, ()
whereK,,is a set op-type vectors-operators, which are mapped ingttte PU of
p-th type (9 = 1,2, ..0°na). Consider the vectors-edgds;, including the
interiterational dependence vect@s;, which belong to theth graph cycle. Then
for it the following equation must be satisfied

]Zbu' D; = (0,0,0, (8)

whereb;; is an element of theth row of the cyclomatic matrix of SDF. In the
simplest case, each operator is executed in aesoygle. This is a natural situation
in designing at the RTL level. Complex operatons lba calculated for a few cycles.
However, when operating in the pipelined mode, ¢chaesponding PU contains
stages, each of them has a single cycle delay.

Then the search for the schedule consists in ti@xing. The vectord; O Dy are
assigned the coordinate= 1, i.e. the respective operators have the delays of
single clock cycle. The matriKy is found from the equation (3). The remaining
elements of the matri®; are found from the equations (2), and (8). If fomg of
vectors the inequality (6) is not satisfied, thée toordinate; is increased for
certain vectorsD; 0 Dy, and the schedule search is repeated. The res(; of
coordinates are found from the conditions 4)8). In such a way the fastest
schedule is built, as each statement is executeal simgle clock cycle without
unnecessary delays. To minimize the searchingdordinated; in the vector®;, in

[8] the perfect maximum spanning tree of the SDBEpfbris proposed for the
synthesis process.

The resulting spatial SDF can be described by tHBWV language, so the pipelined
datapath description can be translated into the igael description by the proper
compiler-synthesizer [9].

3. Schedule search example

To estimate the method effectiveness consider ¢hedsile searching for SDF in
Fig.1. The perfect maximum spanning tree of the S®Bhown in Fig. 2. The
additional vectoDg connects the coordinate system origin with antranyi node in
order to provide the equation (3) consistency.
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Fig. 2. Perfect maximum spanning tree for SDF in Fig. 1

In this example the adder, and pipelined multipliave one, and two cycle delays,
respectively. The following delay matrix is arradgesing these delays:
123457 8 1112131516 B
Dor=(11122xx%1 1 1x%x0)-

wherexg,...,X; are unknown values, that depend on other vectoejirations (8),
whose number is equal to the number of edges nthmusumber of nodes in SDF.
That is, every graph cycle must have at least dge ®ith the variable delay. So we
get a system of four equations (8):

D2+D4+D6+D7:0,

D3+ Ds+Dg+Dyy—Ds—-D7=0,

D2+ Dg + D15+ Dg = D13=0,

Dig+Di1g+Dig=Dg— D13 = D15 = 0.
The solving of this system of equations gives tblaiton x; = 1; % = 4; X3 = 2;
X, = 7. The algorithm period df = 4 clock cycles is selected to get a single
multiplier unit. Due to (2) the matriKy is found:

12345781112131518 123456780910111213

Kr=A0(1112214111270=-(5765484067 89 10

The rest of the matriX elements is obtained according to the equation @k
should take into account that the number of nodisding in one line, which is
parallel to the axisx, approaches tb:
12233444332 2\4
K:[011223332211J.4
57654840678 9/10

A graphic representation of the constructed spd2e 8 shown in Fig.3. Fig. 4.
illustrates the structure of the corresponding tdigiilter. The small figures in it
mark the clock cycles, in which the respective Ipldkor inputs, and registers
accept the data.
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Fig. 3. Space SDF, which calculates equations (1)

One can see that this structure contains in fagisters, and five multiplexor inputs
less than the filter structure derived in [3], gbrg the same data throughput. The
critical path is minimized t@c.= maxtw/2, ta). Besides, it is derived using a set of
formal rules.

ouT !1

Fig. 4. Structure of the IIR filter

4. Conclusions

A method of the SDF scheduling is proposed, whidvides the formal design of

pipelined structures with high throughput and mized hardware volume. The

example of the IIR filter structure synthesis shdiat for small SDFs the exact
solution is possible. The experience of design ofercomplex projects like FFT

processors, DCT processors, multistaged IIR filfg@ showed that the method use
must be provided by a set of combinatorial optitiira steps. But the number of
these steps is rather small because the methoa $etsof limitations to the vectors
of the spatial SDF. The method can be used not folythe pipelined datapath

design, but for programming the parallel compusggtems.
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Summary

A method of the schedule searching is proposed;wikibased on the properties of
the spatial SDF. The method is based on the SDFKegeptation in the
multidimensional space. The dimensions of this spae spatial coordinate of the
processing unit, time moment of the operator calowh, and operator type. During
the synthesis, the nodes are placed in the spacedaitg to a set of rules, providing
the minimum hardware volume for the given numbercldck cycles in the
algorithm period. The resulting spatial SDF is diésd by VHDL language and is
modeled and compiled using proper CAD tools. Théhoais successfully proven
by the synthesis of a set of FFT processors, ItB$§, and other pipelined datapaths
for FPGA.

Stowa kluczowe: graf zalencici informacyjnych (DFG), synchroniczny graf
zaleznosci informacyjnych(SDFs), macierz, projektowanie gdawej jednostki
przetwarzajce;.

Streszczenie

Zaproponowany sposéb poszukiwania opiegansi wigciwosciach przestrzennych
SDF. Metoda ta bazuje na SDF prezentacji w przestravielowymiarowe;.
Wymiarami danej przestrzenig swspohzdne jednostki przetwarzgej, czas
momentu obliczeniowego operatora oraz typ opesat®odczas syntezycaly sa
umieszczone W przestrzeni zgodnie z zestawem regakc minimalry
czestotliwos¢ pracy zegara systemowego podczas wykonywania yaigar
Powstaty przestrzenny SDF jest opisany przegk VHDL i jest modelowany
I skompilowany przy #yciu odpowiednich nagdzi CAD. Ta metoda jest
pomyslnie sprawdzona przez syntezestawu procesorow FFT, filtrow IIR, oraz
innych potokowych jednostek przetwarggjch ptytki FPGA.



