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1. INTRODUCTION

Loss of the signal is a very important problem dgrdetermination a moving object’s
position in a real time using GPS. Lack of conrmttietween a receiver and satellites can
be caused by many different reasons e.g. tunnedss t(ground vehicles) or change
of orientation of an aircraft connected with a daarof a flight direction. The process
of signal searching and another initialization, ethis made to solve an ambiguity, can
last for several seconds. During this time a usemot determine his current position.
Such interruption can be negligible for cars ompshbut it may be significant for flying
objects, as they change their position very fastan cause a serious danger.

In navigation, there are many different methodpasdition determination without using
satellite systems. Ones of the most important reetial systems, which operate without
any technical support from outside a vehicle.

This paper contains some tests of the statistiwallyais of time series describing a vehicle
movement, which were done to check the usefulnégbeo autoregression method to
predict those pieces of track, for which a recemannot determine a position due to the
lack of the signal. The prediction is based on datane coordinate¥, Y) collected
before loss of the signal from satellites.

2. MEASUREMENTS AND DATA COLLECTION

Collection of data X, Y coordinates describing in a discrete form the egadvered by
a car (antenna phase centre) - was done in July 20Grybéw. Three, nine-channelled,
L1/L2 satellite receivers Trimble 4700 and Micro@eed L1/L2 antennas were used.
Two antennas were placed on a car's roof in a miigteof about 1 meter (fig. 1),
and a third one on the roof of the Training Cemtfé&Varsaw University of Technology
in Grybow.
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Fig. 1. Antennas placed on a car’s roof.

The receivers determined their positions (antenmassitions) in ETRF89 at 1 second
intervals. The determination of relative positidas all three pairs of receivers was done in
postprocessing using Trimble Total Control Softwgkmination of observing, instrumental
and environmental errors). The plane coordinde¥ in ‘2000’ datum (zone with central
meridian 21 degrees) were obtained as an outcome

Time series of coordinates, Y were describing routes of antennas phase centresir{g
receivers) related to the base receiver and thte imavered by one moving antenna related to
the second moving antenna (the shape of this reugenilar to a circle due to the constant
distance between antennas). The next step wageict those observations, for which the
distance between two antennas significantly ditfédrem the mean value (fig. 2), which was
caused by measurement disturbances, poor Dilufiémexision (DOP) etc.
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Fig. 2. The distance between two moving receivers
(centre phase of antennas) as a function of time.

Several complete pieces of the track (diverse tiiggra shape) were chosen from the rest of
the observing material. All of them were transfodne the local datum. The accuracy of the
coordinates was estimated at a few centimetrelsandcal coordinate system (about 1 meter
shift in ‘2000’ frame due to an error of the baseiver position’s determination).
The criteria for sections selection depended om giape.
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For those pieces of track, which had a shape ginola straight line, double differences
values were of the same order of magnitude. Cusestions derivatives were analyzed to
find local extremes or points of inflection.

The plane coordinate¥ andY, describing in a discrete way individual piecestlud track,
were treated as time series and analyzed separatelhe assumption that there is no
correlation between them (despite the fact that sacrelation exists).

The valuesX andY as functions of time were considered as a randgmak which means
that we know only the general statistic rules agdicay to a signal changes in time (Lyons,
1999). The main assumption refers to a fluency ofehicle motion on analyzed section
(no sudden curves or way of motion change). Theemihces of coordinates between the
following determination Xn-Xn-1...X2-X1; Yn-Yn-1...Y2-Y1) depend on a shape of the track and
a speed of vehicle as well. The analyzed sectioaese viravelled with a constant speed
(uniform motion) or a constant accelerate (unifgrndccelerated motion). The two-
dimensional time seriesX( Y) describing a shape of every section are the ocof the
measurements. The track was travelled only onceweschave only single realization of
a random process. The coordinates as a functidgimef are non-stationary time series - the
parameters such as mean value or variance chamdise. Lack of data was simulated on
every analyzed piece of the track.

3. CALCULATIONS

The autoregression method (AR) is suitable fortinedly short time series prediction
(minimum 50 values of data), that is why this metheas chosen for calculations. The most
important thing was to lead time series of datatagionarity by double differentiating. This
process is equivalent to a strong high-pass filser (Kosek, 2007).

The moving average (three values in each subses) wgad to smooth out time series
(to dispose of short-term fluctuations and highliggmger-term trends). The values, which
significantly differed from the mean value, weremshated during this process. The moving
average with subsets consisting of three elemenats wged, because three was an optimal
number, which enable disposing of such values, ibulid not cause a significant track
generalization. The mean value of each time sevees subtracted (after this operation the
mean value of each time series was zero).

The autocorrelation function was calculated fatyfélements of analyzed time series to find
an order of autoregressidna (the Rovelli-Vulpiani criterion). An order of autygression
contains information about how many ‘previous’ séespare needed to determine ‘next’
values (Rovelli and Vulpiani, 1983). The calculasovere based on the formulas:
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where:

Cx means autocovariance (correlation between stachasicess and the same process shifted
in time) calculated using the formula:

l N-
C = NZXIXHK (2)
t=0
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Co means variance of this time series (for an expeciue 0):

1 N
G =2 @

t=0

The quotienti/c, stands for autocorrelation (autocovariance aftesranalization).

The autoregression coefficients were determinedgutie Burg method (minimalization of
forward and backward prediction error and recurrdrgvinson-Durbin algorithm)

as a function of this part of time series, on whioh prognosis was based, and an order of an
autoregression. Missing values of time series stingl of double differences of andY
coordinates were determined using the formulas @uakJenkins, 1976):

zéix +éZXN l+ +é‘MXNMl
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During the next step, the determined values of Berées were transformed into time series of
coordinates X, Y. The results were compared with coordinates receifrom the
measurements.

The prognosis were done for a dozen or so piecabeotrack (for different numbers of
sampledN taken for the autoregression oréRdetermination). The error of prediction stands
for differences between predicted values and vdloes the measurements.

4. SELECTED RESULTS — PREDICTION
4.1. Section 6

The length of section 6 (fig. 3) was enough to make predictions (‘a’ and ‘b’) with
different beginning points. This piece of the tradantains the bend with a significant radius
of a curvature (the vehicle did not significantlyange the way of moving). Prognosis ‘a’
refers to such part of the track, whose shapemdasito a straight line. The value of a speed
was changing fluently from 12 to 19 m/s for progeo®’ and from 10 to 19 m/s for
prognosis ‘b’. Prognosis ‘a’ was done on the ba$i§6 known values, prognosis ‘b’ — 76
values.
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Fig. 3. Section 6 and its prognosis.

The results of two predictions for the same sectimnconsiderably different. The beginning
of prediction ‘a’ was in the middle of the bend.dp#e slight curvature of the bend, prognosis
gave a continuance of this bend with fluent inceea$ the curvature. The beginning of
prognosis ‘b’ did not belong to the bend, so iwuiewas better (fig. 4 and 5).
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Fig. 4. Errors of the following points of progno&s of section 6
(differences [m] between the values from the prgalicand values from the measurements).
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Fig. 5. Errors of the following points of progno4is of section 6
(differences [m] between the values from the praalicand values from the measurements).

The values of errors of following predicted poifpsognosis ‘b’) increase to 4.6 m, after that
they decrease to 2.8 m and rise again. The tratdkerdmed by the autoregression method
crosses the real track of a car, but the valuenddreor is higher than 0, because the point of
intersection refers to different moments of time flle measured and predicted track (the
speed of a vehicle differs from the speed deterchirem the prognosis).

4.2. Section 12

Two predictions (‘a’ and ‘b’) with beginning in ddrent points were made for this section.
The vehicle’s speed varied from 19 to 21 nf#sognosis ‘a’ was made on the basis of 50
known values, prognosis ‘b’ — 65 values.
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Fig. 6. Section 12 and its prognosis.
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Prognosis ‘b’ described missing the part of thekraery well only for some period. The
predicted line has a significant curvature as alted a curvature of this part of the section on
which prognosis was based, while the track fromsueaments is similar to a straight line in
its further part.
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Fig. 7. Errors of the following points of progno&s of section 12
(differences [m] between the values from the prealicand values from the measurements).
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Fig. 8. Errors of the following points of progno4is of section 12
(differences [m] between the values from the prgalicand values from the measurements).
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4.3. Section 13

Two predictions (‘a’ and ‘b’) with the beginning mhifferent points were made for section

number 13. The speed was about 19 m/s, but it deedeto 11 m/s at the end of this part of
the section, on which prognosis ‘a’ was based (#aeiction of a speed in the middle of the

bend). After that, the speed increased again U@ tm/s and this value remained to the end of
this part of the section, on which prognosis ‘b’swaased. Prognosis ‘a’ was made for 62
known values, prognosis ‘b’ — 81 values.
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Fig. 9. Section 13 and its prognosis.
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Fig. 10. Errors of the following points of progn®&’ of section 13
(differences [m] between the values from the prgalicand values from the measurements).
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Fig. 11. Errors of the following points of prognedb’ of section 13
(differences [m] between the values from the prgalicand values from the measurements).

4.4. Section 15

The speed of the vehicle on the section, which wesl for prognosis ‘a’, varied from 13 to
19 m/s and it stabilized at the value of 18 m/thatend of the section. 50 known values of
time series were used for prognosis ‘a’, 64 fogpasis ‘b’.
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Fig. 12. Section 15 and its prognosis.

Despite the intersection of the predicted and nreastrajectory, the prediction error is
higher than 0 for this point, because of the défee in speed of the vehicle on this section
and the speed that has been calculated from tlynpscs.



- 148 -

250 -
200 +-- /
150 - /

100 - /

50

0 G

0 5 10 15 20 25 30 t[s] 35

Fig. 13. Errors of the following points of prognes’ of section 15
(differences [m] between the values from the prgaticand values from the measurements).
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Fig. 14. Errors of the following points of prognedd’ of section 15
(differences [m] between the values from the prgalicand values from the measurements).

For every section values, S, & were calculated. They signify the length of akrdtat has
been travelled from the beginning of a predictiortite point, in which the prognosis’ error
is higher than 10 cm, 1 m and 5 m (the width obad). For those sections, whose shape is
similar to a straight line those values amount to:

S=22m

$=61m

S =146 m,
and for sections with significant curvature:

S=18m

S$=57m

S=118 m.

Those values were calculated as an average fromealtesults for the analyzed pieces of
the track.
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5. SELECTED RESULTS - INTERPOLATION

Additionally, an interpolation by forward and backw prediction for a few appropriately

long sections was made. The predictions were alsdenusing the autoregression method.
Such way of data making up is possible only in atpmcessing (impossible in real time

because of a lack of further data). The mean psignwas determined by forward and

backward prediction — weighted average has beeth @#i3ea function of a distance from the

point of an intersection). The trajectory determingsing the autoregression method was
compared with a curve described by a polynomialegfree 2.

5.1. Section 18

The speed of the vehicle on this part of the sectichich was used for forward prediction
was increasing uniformly (from 8 up to 19 m/s). Tiheckward prediction was made on
the basis of the section, on which the vehicle®sespwas constant (about 20 m/&.known
values of time series were used for forward, 6bfmkward prognosis.

The prognosis gave very good results — the maximigtance between the predicted line and
the trajectory taken from measurements was 5 m@tarthe same point the distance between
the trajectory and the second degree curve waseddrs).
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Fig. 15. The comparison of interpolation by thecaegiression method with interpolation
using second degree polynomial (section 18).
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6. CONCLUSIONS

The autoregression method of a prediction of aktgiees good results for short pauses
in a connection between a receiver and satelliea fluent motion of a vehicle.

* Prediction accuracy depends on the shape of anyzmthlpiece of track and on
the position of the point, in which prognosis be&gin

e Sections with a minor curvature are easier to ptetian the ones with a significant
curvature (lower prediction errors).

» The errors of prediction are caused both by emwbtsne series of coordinatésand time
series of coordinates prediction.

* In most cases the prediction errors increase iimeaf or a parabolic way.

« The biggest errors concern situations, when a lehioexpectedly changes the way
of motion.

* The very important factor, which has an influencetloe results’ deterioration, is a non-
uniform speed (or change of acceleration) of a mpwbject (different coordinates’
increases in the same period of time) — time seahesild be transformed into time series
with a constant time step.

e The combination of the autoregression method oflipten with other ground methods
of position determination (e.g. inertial) could sawa significant outcomes’ improvement.

« The interpolation by forward and backward predictgives very good results, but they
depend on the shape of the section. The autoregmestethod is better in describing
missing part of the track than the interpolatioedzhon the second degree polynomial.
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