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We propose new solution for idea Prof. Vanicek andProf. Inzinga. This filter relies

basically on the information contained in measuremas on the vehicle: position fixes,
velocities and their error statistics. The basic ida behind this new navigation filter is
twofold:

1. A cluster of the observed position fixes containsrde kinematic information
about the vehicle in motion,

2. A motion model of the vehicle associated with therr statistics of the position
fixes should be able to get, to a large extent, thmformation out of the
measurements for use.

We base the filter on an analogy. We consider theadistical confidence region of every
position fix as “source” tending to “attract” the undetermined trajectory to pass
through this region. With these position fixes andtheir error statistics, a virtual
potential field is constructed in which an imaginay mass particle moves. To make the
filter flexible and responsive to a changing navig@on environment, we leave some
parameters free and let the filter determine their values, using a sequence of
observations and the criterion of least squares dhe observation errors. We show that
the trajectory of the imaginary particle can well represent the real track of the vehicle.

Filter function:
G0 = —exp [——(r —rOTCc1(r-r9%
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Where C is a matrix of covariance:
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The basis for estimation position is potential/;:
U;(t) = Gr—r)TC (r — r0)e ot

Next step is conversior/; when we know “n” position before time “t”:

n n
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wherer = [y] Toi = [in]
In next step we have:

¥(t)=e *G(Ar—B); t>t,
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x(t)=-6A4,x—B)e™™; t>t,
y(®) =-6(A,y—B,)e™™; t>t,

Ar = (Ayx,A)y) and B = (B,,B,)
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Final solution is:
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Our purpose is best estimatiorn and G from this equation:
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Fig. 1. Basic idea for New filter.
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Fig. 2. Visualization estimation made witch Kalmarfilter and New filter.
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