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BUILDING COMPACT LANGUAGE MODELSFOR MEDICAL SPEECH
RECOGNITION IN MOBILE DEVICESWITH LIMITED
AMOUNT OF MEMORY

The article presents the method of building compacguage model for speech recognition in devicéh w
limited amount of memory. Most popularly used bigravord-based language models allow for highly aatuspeech
recognition but need large amount of memory toestarainly due to the big number of word bigramse Thethod
proposed here ranks bigrams according to their itapoe in speech recognition and replaces exjgétitnation of less
important bigrams probabilities by probabilitiesided from the class-based model. The class-basmtkiis created
by assigning words appearing in the corpus to els®rresponding to syntactic properties of woilde classes
represent various combinations of part of speefiadtional features like number, case, tense, peefo. In order to
maximally reduce the amount of memory necessastdre class-based model, a method that reducesuthber of
part-of-speech classes has been applied, that mehgeclasses appearing in stochastically simitartexts in the
corpus. The experiments carried out with selecteahains of medical speech show that the method allow 75%
reduction of model size without significant lossspkech recognition accuracy.

1. INTRODUCTION

Automatic speech recognition (ASR) is a mature negplre of man-machine interface for more than
decade. ASR is widely used in medical informatigatems, in particular in diagnostic image reporting
[4, 12, 13]. Recently, due to rapid developmentnadbile technology, smartphones and tablets are
utilized in medical information systems as handyelgiss terminals used to enter and access patient
related data. Usage of mobile devices is partiqulasnvenient if ASR is a method of data entering a
navigating. Application of ASR to Polish languagemMever raises more problems than it is in the cése
English. This is mainly because Polish, similadyother Slavic languages, is highly inflectionahat
leads to much bigger dictionary. Analysis presemte[d7] shows that in order to obtain similar ait-
vocabulary coverage (99%) the size of dictionanyRaoissian has to be almost 7 times bigger than the
dictionary for English. Due to lexical and syntactimilarities, we can expect similar relations Ralish.
Typical approach to ASR is based on n-gtanguage model (LM), usually forn=2 (bigram model). The
role of the LM in speech recognition consists ioyiding prior word occurrence probabilitieéwn;) and
the conditional probabilitiesp(w, |w._, Pf word wi occurrence in the text, provided that the previous

word is w,_, for all wordsw,,w_, from the dictionary of permissible words. As #iee of dictionary

grows, the number of frequently appearing bigrapasr$ of adjacent words) also grows in the language
model and in result, the total size of data stmestubuild in RAM for LM representation increases
enormously.

Although contemporary mobile devices are equippeith \multi-core powerful processors, the
amount of available RAM is still short of needsnaémory-hungry applications like ASR decoders. The
significant fraction of ASR decoder memory is adlted to language model structures. In order to
successfully implement ASR in mobile devices, tize ®f LM must be reduced so as to fit within the
limitations of available RAM.

In this article, the works aimed on elaboratiorcofmpact language model for domain specific ASR
recognition in medical applications are describ®dr aim is to create LMs for selected domains of
speech application in medicine that are compaaigimeo be used in mobile device environment antl tha
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assure sufficiently high accuracy of ASR. ReducttbhM size in most cases leads to degradation\df L
properties. Therefore the appropriate balance rmestept between the model size and resultant ASR
accuracy. The method proposed here consists in ioambordinary word-based bigram model with
class-based LM. In the class-based models, original words(passibly ambiguously) assigned to classes
and the model provides prior and conditional praiiegs of classes. Class-based models are knawn t
be much smaller that corresponding word-based LiMs,the ASR accuracy achieved with them is
usually lower. In order to obtain appropriate perfance/size balance, some bigrams in word-based
model can be removed and the probabilities assatiaith them can be derived from class-based LM.
Because most of memory used to store the LM iswors by explicit bigram representation, reduction
of bigrams take effect of almost proportional reehuc of required memory size. The problem that seed
to be solved is how to select candidates for remm@ as to obtain minimal degradation of ASR
accuracy. The approach being described here emplaygerion which evaluates the importance of a
bigram for ASR and the similarity of its probabjlgstimation by words-based and class-based LMs.

The article is organized as follows. The next sgcfpresents results of related works aimed on
stochastic LM construction. Particular attentionpad to class-based models. Section 3 descrilees th
proposed concept of class-based and word-basedcoibination. Some details of class-based model
construction using part-of-speech (POS) tagging as® presented there. Section 4 describes the
experiments aimed on finding optimal bigrams renhoate and on overall assessment of the proposed
method in selected areas of ASR application in piedi Finally, some conclusions are drawn and
practical recommendations for LM construction f@Rin mobile devices are given.

2. RELATED WORKS

We are considering here the typical approach to A&sed on Hidden Markov Model (HMM) of
the speaker acoustic properties. The HMM-basedoagpr is described in depth in many published
works, for example in the monograph by Jelinek F{AM-based approach is utilized in the majority of
research-oriented and commercial ASR systems, gqassgstems described in [6] and [19]. Accurate
acoustic models and language models are crucidh&performance of ASR and in result - for praadtic
usability of this technique. As has been pointetliouhe introduction, language models provide prio
probabilities of words appearance as well as caordit probabilities of words occurring after detéred
predecessors. The probabilities are estimated hyodnmg maximal likelihood estimates obtained by
counting adjacent word occurrences in represemtadixt corpora. Conditional probabilities of sucres
words p(w, |w_, ) can be also estimated taking longer distance caroences into account. It is

especially important for loose word order languadesPolish. The problem of taking long distance ¢
occurrence for Polish ASR has been considered4h lhe main problem when estimating word bigram
probabilities is data sparseness. Even huge tepbrm are not sufficient in order to reliably esdie the
conditional probabilitiesp(w, |w,_, Yor all pairs of words from the dictionary. Smoioth techniques are

commonly applied in order to overcome data spassepsmblem. The wide review of smoothing methods
for LM creation is presented in [3]. Another waydzfta sparseness problem solution is the applicafio
class-based model. In class based models, wordgr@uped into classes, so that classes are repeesen
much more frequently that individual words and thebbabilities can be estimated more reliably. The
fundamental principles of class-based n-gram mdusie been introduced in [1] and [16]. Although the
class-based LMs are more compact than word-basei@lmm¢due to much lower number of classes) and
the class probabilities are estimated more religimgctical experiments show their lower effectiessin
ASR. One of possible grouping is Ipart-of-speech tagging (POS), where groups are determined by
combinations of tags assigned to words, as propos@d and [10]. The next step in improving LMstcs
apply combination of word-based and class-based. lM[®] authors show that the linear combinatién o
both types of models can result in observable @seredf word error rate in ASR. Similar experiment
with Czech and Slovak languages presented in [Bfircos that pure class-based LM performs worse
than word-based one and that the linear combinadioimodels outperforms both interpolated LM
components. The usefulness of linear interpoladiobMs is also confirmed by results shown in [16t f
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Lithuanian language. The linear LM combination b@nadaptive, i.e. the combination coefficient can b
set individually for each bigram as proposed in [7]

All approaches presented above use complete waedbmodel in the combination with class-
based one, thus they are not useful as far as nsameteduction is the ultimate goal. Thereforegther
concept is followed in this work, which backs-dfietcalculation of certain word bigrams to classeldas
model. The general concept used here is similtr@d@ne described in [10]. The novelty of the appho
proposed in this article in relation to [10] consis applying different criterion of word bigranadk-off
to class based model and different model redugirosedure, which seems to be more closely aimed on
the reduction of the model data structures sizaemory. Another element of novelty is that expentse
carried out here are based on Polish languageytmh earlier conclusions drawn for English maynio¢
quite applicable.

3. COMBINATION OF WORD-BASED AND CLASS-BASED LANGUAGBMODELS

Our aim is to create LM that occupies the amountnefmory not greater that specified limit and
assures maximal possible ARS accuracy. Unfortupatieé solution to such specified problem seems to
be not feasible due to: a) impossibility to forgatbmpute actual ASR accuracy for a model, b) laick
truly optimal methods of language model constructior the sake of ASR. Therefore, the formal
requirement must be weakened in order make it ipietical. Firstly, we replace the requirementinal f
the model that maximizes overall ASR accuracy byimeaing the accuracy of speech recognition in the
selected set of test utterances. Secondly, weapply the suboptimal algorithm of model buildingth
reduces the model size by removing some word bigriduat are expected to have minimal impact on the
overall ASR accuracy. The obtained procedure olsljoin the majority of cases will not create thetbe
possible model that fits to the required memore $init, but we believe the obtained model will fear-
optimal. From the practical point of view, the riéswvill be satisfactory if the ASR accuracy withet
obtained LM will be close to the accuracy achieeahith the original word-based "big" model.

3.1. COMPACTION OF THE WORD-BASED MODEL

The proposed approach consists in stepwise renodwatlividual bigrams from the original word-
based LM. Because the majority of amount of menomgupied by LM is assigned to bigram probability
storage, removal of bigrams effectively reducesmiwalel size. The method combines two component
LMs: word-based moddlMyy and class-based modeMc. The component models are created using
typical methodsLMyy is created using modified Knesser-Nay smoothingcdeed in [3]. Class-based
model is created using POS classes assigned tasagrds by a tagger. Details related to applicadib
POS tagging to LM building for Polish are presentedhe next subsection. The method starts with the
ordinaryLMy extended with class bigrams taken froMc. Each class bigram is a triple:

(€1, ¢,,log(p(c; 1)), (1)

wherec; andc; are POS classes ap(t;|c:) is the probability that the word from clagsappears as the
successor of the word belonging to the clas&dditionally, in the section of unigrams bMyy, for each
word w the set of classes the word belongs to and camnespg conditional probabilities are added:

©, ={(c,, p(c, .|W)),....(c, , P(G .| W)}, )

wheren is the number of POS classes that the wolgklongs to. Let us denote the initial extended ehod
by LMg

The method of LM size reduction consists in remafabigrams appearing explicitly ioMg until
the required final size of RAM data structures eeey to store LM is reached. The removed word
bigrams are backed off to class-based bigramdf tlee required word bigrarntw;, w;) does not appear in
the final LM then its conditional probabilitp(w;|w;) is calculated using class-based data. The main
problem that needs to be solved is how to seleghbis for removal. The experiments with word-based

1n
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and class-based models comparison presented anfPpur own experiments show that the performance
of class-based model in ASR is usually lower in parson to corresponding word-based LM.
Obviously, we want to minimize the deterioratiore thnodel performance being the result of bigrams
removal as little as possible. The bigram removillaffect the final model performance only mardiga
if the following conditions are satisfied:
» the removed bigram is very rare, i.e. it is veryikely that it will appear in the utterance being
recognized,
» the bigram probability in.Myy is assumed to be imprecise (usually, due to Iittisnber of bigram
occurrences in the corpus used to build the model),
» the probabilityp(wj|w;) computed inLMy is close to the corresponding probability computed
usingLMc.
The following formula can be then proposed as tleasure of the LM deterioration resulting from
the bigram removal from the model:

r(w,w;) = @-min(e(w,w; ),10)) puy,, (W, W; )| Puw, (W, [W) = Py, (W) [w) ] )

where p, (w;|w ) and p,,_(w;|w ) are conditional probabilities ang, (w,w; i} the absolute

probability of the bigram(wi,w;) calculated inLMy and LMc models correspondingly. Taking into
account the observations of other researcherssauma here that the bigram probability calculatdgu
LMy is more accurate than the probability computedgisMc and it is used here as a kind of baseline
for comparison. The produgp,, (W, W, )| pyy,, (W; W) = pyy_ (W, [w)| accounts for the importance of

the difference in bigram probabilities computeddmgh models. The higher is its value, the stronger
the impact of the bigram removal on the final modetl the weaker is the indication for such bigram
removal. The symbal(wi,wj) denotes the radius of the confidence intervahin éstimation of bigram
probability p(wj|wi) in LMw. The term @-min(e(w;,w; )1.0))assesses the accuracy of the probability

estimation. For bigrams actually occurring in tleepas, the probability is estimated by smoothing th
maximum likelihood estimation:

n(w, w;)
n(w)

: (4)

p(w, [w)=

wheren(w;,w;) is the number of word sequendesw;) appearing in the corpus an;) is the number of
w; word occurrences. In fact, we are estimating tih®rhinal proportion in the series Bernoulli
experiments where the number of experiments (obhtens) isn(w;) and we consider the appearance of
the wordw; next tow; as the success. Hence, the problenp(ef|w;) estimation is equivalent to the
estimation of the success probability in the binmahidistribution. The radius of the confidence &
can be used to evaluate the probability estimamouracy irLMy model. The due to known deficiencies
of the most popular Wald formula based on Bernaglroximation with normal distribution, according
to considerations in [8], the more precise Wilsomfula is applied here:

k/n(w)  [nCw, w)) n(w) =nw,w) K2
n(w;) +k*\ n(w) n(w) an(w)

(5)

E(VVi’Wj):

wherek = ®™ (L—-a /2). @ is the accumulated normal distribution arxD.95 is the assumed confidence
level.
The complete LM model compaction procedure is vsmaightforward; and consists of the

following steps:

» createLMy andLM¢ models using typical LM building methods,

* mergeLMy andLMc by extendind_Myy with class bigram section and by associating elekged

probabilities (1) and (2) to the unigram sectior.bfy, the result is the merged modd¥ig,
» evaluate the RAM siz§LMg) necessary to store it in the memory,
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» estimate the number of bigrams that need to be vedhim order to obtain the required RAM size
Sthat can be allocated to LM aB; = (S(LM:)-S)/9d, whereé is the average number of bytes
occupied by the single bigram in RAM,

 sort all bigramgw;,w;) in LM by their criteriong(w;,w;) in the ascending order,

» select the firsh, bigrams from the sorted list and remove them ftbenmodelL Mg.

In result we will obtain the model that will fit tm available assumed RAM area and only these
bigrams explicitly appearing ibMy, will be removed that are expected to have low ichwa the LM
performance in ASR procedure.

3.2. CLASS-BASED MODEL BUILDING

The class-based LM is created using part-of-speéagbing. The classes are defined by sets of
words that are assigned the same combinations & f@s by a tagger. In order to assign tags to the
words in the corpus, TaKIPI tagger described in] [Was used. TaKIPI tagger makes it possible to
unambiguously (but not necessary correctly) astiga to words, taking into account their contexthie
sentence. The used method of tags codiagsdt) with character sequences is described in [18hrtter
to build the class-based model the following operatare carried out:

» the original domain-specific corpus is passed thhothe tagger; in result the tags combination is
assigned unambiguously to each word appearanbe icorpus,

» each tags combination that appears in the corpumntislly assumed to be an individual class; in
result each word appearance is unambiguously assigna class,

» specific pseudo-word is assigned to each clasgsbado-word word is created by concatenating
POS tag symbols produced by the tagger for the @wppetarance in the corpus.

» the original corpus is converted into the classHasorpus; in the class based corpus original
words are replaced by pseudo-words correspondin@a$ses assigned to them,

» finally, the class-based corpus is passed throsgiallsmoothing and discounting procedure and
the class-based model is created in the same \ahysthsually applied do word-based models.

In the case of both word-based and class-based Iids same modified Knesser-Ney
smoothing/discounting procedure is applied. In prtte obtain maximally compact class-based LM
representation in the memory, it is desirable texclasses using short integer numbers. If thebeurof
classes is not greater than 256 then only one foytelass index is necessary. Unfortunately, Poksh
highly inflected language and the number of classgsificantly exceeds this limit. For domain-sgici
corpora for medical speech the number of classeedban POS tagging varies from more than 500 to
more than 1000 (see Table 1 for details). The afesging procedure was applied to reduce the numbel
of classes. The applied method is based on théasityiof the class occurrence context. Let us wersa
classcy. Define the vector of context probabilities foistklass as:

m(c,) = (p(c, I c,)y-- P(Cy 1€,); P(Cx 1€, PC, I Cy))s (6)

where p(c |c, )is the unsmoothed maximum likelihood estimate @f pinobability that the class is
followed by the clasx; and N denotes the current number of classes. The prdglgabstimate is
calculated using the formula analogous to (4) Ippliad to class occurrence numbers. Two classeés ha
similar occurrence contexts if their vectors (6@ amilar. We used typical Euclidean distance betwe
vectorsz(e) to measure classes dissimilarity. The reductiortlaés number is achieved by iterative
merging least frequently appearing class with tloeenfrequently populated one, which is most sintbar
the class being processed. The algorithm is théollasvs:
» start with the full set of classes created by wangus POS tagging,
» sort classes by its number of occurren@@® in increasing order,
» compute vectors(c) for all classes
* repeat until required number of classes is obtained

o0 select the least frequently appearing class
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o find the classc;, j #1, that minimizes the Euclidean distance betwe(en andz(c),

create the new class by mergingc; andg, i.e. update the bigram counts in the following
way:

n(c’) = n(c)n(c; ),

n(c’,c,) =n(c,c) +n(c;,c) kZi,j,
(c,c)=n(c,c)+n(c;,c).k#1, ] @

n(c,,c) =n(c,,c;) +n(c,,c;) k#i,j,

n(c’,c’) =n(c,c)+n(c,c;)+n(c;,c)+n(c,c,)

o update vectors(c) for all classes except ofandc; using new bigram counts (7),
o remove classesi and ¢ from the sorted sequence and put the new otasst the
appropriate position in the sorted class sequence.
As a by-product of the class merging procedurektain unigram and bigram coumt&;), n(ci,c;)
which can be directly used in building smoothedssibased LM for the reduced number of classes.
Knesser-Nay smoothing is used again to obtain fitees-based LM.

3.3.COMPUTING WORD SUCCESSION PROBABILITIES WITH COMBEBED MODEL

The combined LM is used in speech recognition tomate the probabilities of worggwi|w;), i.e.
the probabilities that the next word in the seqeeison;, provided that the previous word wg. If the
bigram (w;,w;) is explicitly represented in the model (i.e. thigram occurred in the corpus and was not
removed in result of model compaction procedureculesd in section 3.1) then the probability is
explicitly stored in the combined model and canirbenediately accessed. Otherwise, back-off to the
reduced class-based model is applied and the pitibpab calculated using the class-based modet. Le
O,y (w) denotes the set of wordssuch that bigram@w, v) are explicitly represented in word part of the

modelLMe. The probabilityp(w;j|w:) is calculated in the following way:

Pew,, (W, [W) if w, 00, (W)
a(w)puy, (W; W)  otherwise

P (W [ W) ={ (8)
where p,, (w; |w Jand p,,_(w, |w ) are probabilities of the bigragwi,w;) calculated ir.My andLMc
models correspondinglya(w; dlenotes the factor necessary to assure the suammattiprobabilities

> p(w, [w) to unity. It is calculated as follows:
j

1- Z pLMW (Wj |W|)
w; My (W)

z pLMC(Wj | W) '

w00 -y (w)

a(w) =

9)

[J denotes here the set of all words appearing imtbeel. If the class is unambiguously determined fo
each word independently on its context then thegidity p,, (w; |w ) can be calculated as:

Puv, (W [w) = pe(w; ) [ c(w)) p(w; | c(w;)). (10)

The motivation for this formula can be found in [8hd [19]. However in our case, despite the
unambiguous class assignment to words in the spemdntext, it may happen that the same word
standing in various contexts is assigned to varadasses by the tagger. Therefore, if the wide exdraf

the word is not known the class for the word carbetetermined unambiguously. This is the situation

that we have during the speech recognition, sddimaula (10) cannot be directly applied. By adagtin
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general considerations concerning n-grams and armbgyword-class relation presented in [9] and by
assuming that the probability of the class of thedw; depends only on the preceding class being the
actual class of the wom the formula (10) can be updated to handle amlyiguithe word assignment to
classes:

P (W, IW) = D P(w; [c) > pCle)ple|w). (11)

cC(w;) eIC(w )

C(w) denotes here the set of classes the wiocdn belong to, i.e. the set of classes that wesigaed by
the tagger to various occurrences of the waerid the corpusp(c|e) is the probability that the classis
the successor of the claaslt can be taken directly from class-based Lpe|w) is the probability that
the occurrence of the won is actually assigned to the class p(w|c) is the probability that the
appearance of the wond is actually tagged by the class Both these probabilities can be easily
estimated by counting word and class occurrenceghén unambiguously tagged corpus. By using
formulas (8), (9) and (11), the probabilggw;|w;), for any pair of words fronil can be computed.

4. EXPERIMENTS

In order to investigate how the reduction of LMesiffects the speech recognition accuracy, the
experiment has been carried out. Five domain Spddifis related to typical areas of speech recogniti
in medicine have been tested. The tested domamsamputed tomography (CT), magnetic resonance
(MR) and ultrasonography (USG) diagnostic imagerepg, psychiatric episode describing and general
medicine speech. CT, MR and USG domains are rataeow, the dictionaries are small and typical
utterances are used when describing diagnosticamadg result, ASR accuracy in these domains is.hig
On the opposite end, the LM for psychiatric episodescriptions is located. The language used # thi
area is similar to common language. Due to greaietyaof situations appearing in episodes, large
amount of words in the dictionary are necessarye TN is therefore large and the ARS accuracy is
relatively low. The detailed specification of edt_Ms is presented in Table 1.

Table 1. Tested speech domains and related LMdfispéion.

Domain Corpug Words Word Word | Class| Class | Reduced| Reduced| Combined
size count bigrams | model | count | bigrams| classes| class | model size
[MB] count size count | bigram model - 80%
[MB] count size bigram
[MB] reduction
[MB]
General 79 139567 1322151| 13.7 | 932 | 51812 33751 0.17 4.3
medicine
Psychiatry] 122 | 216491 1970153| 19.8 | 1045/ 69765| 37259 0.21 5.8
CT 58 46827 670714 7.1 599 15969 12320 0.07 2.3
MR 46 33066 420228 4.7 50p 15197 13211 0.08 17
uUsG 14 7184 64181 0.7 524 13720 11494 0.06 04

The ASR recognizer used in the experiment is basedarge Vocabulary Speech Recognition
System Julius ([6]). For each domain, the set tdrahces recorded by 4 speakers (2 females, 2 males
was prepared. Each speaker recorded approximafelypidutes of speech in each domain. The set of
utterances for each domain consisted of approxign&@00 words. Speaker dependent approach was
applied, i.e. for each speaker the personalizedistitomodel was prepared by adapting the gender-
specific generic model.

The experiment consisted in building the seriesashbined LMs using the procedure described in
the section 3.1 for various rates of bigrams caedtiction ranging from 0.0 to 1.0. 0.0 correspotads
pure word-based LM while 1.0 corresponds to puasszbased model. For each resultant model, the ASF
accuracy was evaluated on the test set of uttesaResults are presented in Fig. 1.
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—— General medicine
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Bigram reduction rate

Fig. 1. ASR accuracy dependence on the bigram riexuctte.

It can be observed that elimination of up to appmately 50% of bigrams from word-based LM
and replacing their explicit probabilities by thelpabilities derived from class-based LM not onbed
not deteriorate ASR accuracy but even results iallsncrease of recognition quality. It can be expéd
by the fact that in the initial iterations of theodel reduction procedure, these bigrams are removed
which appear very rarely in the corpus. Due to §mamber of occurrences, the relatp(iviwi.1)
probability may be estimated inaccurately. The pholity estimation provided by class-based modey ma
be in such cases more accurate. The reductiorgodrbs count up to about 75% results in ASR accuracy
still close to the one obtained with pure word-lbasedel. Further reduction of bigrams number l¢ads
rapid deterioration of ASR accuracy.

5. CONCLUSIONS

Experimental results obtained for five LMs in donsarelated to typical applications of ASR in
medicine indicate that the combined LM created giginoposed method can be successfully applied
without significant downgrade of ASR accuracy. Tgractical recommendation can be formulated that
80% of bigrams can be eliminated from the modele Temoval of bigrams corresponds to almost
proportional reduction of the amount of memory sseey to store LM during speech recognition. The
final size of the memory necessary to store thelined model with the 80% reduction of bigrams is
presented in Table 1. Reduction of LM size is inbgatr in the case of ASR implementation in mobile
devices. The small pool of mobile device RAM (51B i middle class contemporary devices) needs to
be shared with other applications, so the limitabbthe memory allocated by the application i@l
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